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ABSTRACT  

In this document is presented a review of the current literature on randomized responses for quantitative variables. The review 

is chronological ordered considering its origin, Warner (1965), up to recent proposals. The techniques are classified and some 
are selected for classification. A study, using real data is developed using data that may be considered as sensitive, evaluating 

the accuracy and efficiency of the best quantitative randomized response techniques. 
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RESUMEN   

Se presenta en este documento una revisión de la literatura sobre las técnicas de respuestas aleatorizadas (RR) para variables 
cuantitativas. Esta revisión se hace de forma cronológica tomando en cuenta su origen, Warner (1965), hasta técnicas RR 

cuantitativas recientes. Se realiza una clasificación de estas técnicas RR y se seleccionan algunas en cada clasificación. Se 

realiza un estudio con datos reales considerados sensibles para evaluar la precisión y eficiencia de las mejores técnicas RR 
cuantitativas.  

 

PALABRAS CLAVE: respuestas aleatorizadas, codificar, muestreo aleatorio simple, nivel de sensibilidad. 
 

1. INTRODUCTION 

 

When sampling by survey, the main objective of the researcher is to know some characteristic of interest 

of a population. The aspiration of the sampler is that all the respondents in the sample answer the question 

of interest, but this hardly happens in reality, this lack of response is known as sampling errors. Such errors 

are caused, for example, by non-response or a false answer that is usually related to a sensitive question 

that respondents refuse to answer. To solve the above problem, Warner (1965) proposes a methodology 

which is mainly based on obtaining information about a sensitive characteristic such as drug-related issues, 

tax evasion, abortion, sexual crimes, alcoholism, etc., without giving know this information directly, that 

is, keeping the confidentiality of the respondent. 

The essence of the Randomized Responses (RR) methods is as follows: an individual is interviewed to 

provide sensitive information Y, performs a randomized experiment whereby their response is scrambling. 

This response could be denoted by 𝑅 = 𝑓(𝑌, 𝜃), where the distribution of  𝜃   is known by the researcher. 

The response R is generated using a randomization device, say M. We can find its expectation  𝐸𝑀(𝑅) and 

variance 𝑉𝑀(𝑅) with respect to the device. We determine some functions whose inverses 𝑔−1 (𝐸𝑀(𝑅)) =

𝑌 and ℎ−1 (𝑉𝑀(𝑅)) are used to “un-scrambling”. From a sample design d  and since  �̅�(𝑅) =
1

𝑛
∑ 𝑅𝑖

𝑛
𝑖=1   is 

the mean of the responses, its properties can be obtained through  𝐸[�̅�(𝑅)] = 𝐸𝑑𝐸𝑀[�̅�(𝑅)]  and 𝑉[�̅�(𝑅)] =
𝐸𝑑𝑉𝑀[�̅�(𝑅)] + 𝑉𝑑𝐸𝑀[�̅�(𝑅)]. Or failing that, by means of the central limit theorem. 

Adapting the above notation to Warner’s work (1965), the answer is given by  𝜋𝑦𝑒𝑠 = 𝑓(𝜋𝐴, 𝑃) with 

function  𝑔−1 (𝜋𝑦𝑒𝑠) = 𝜋𝐴 ,  through which the value of the sensitive variable can be found, which in this 

case is  𝜋𝐴. The design defined by Warner (1965) is a SRS (d) so its mean and variance of the report  𝜋𝑦𝑒𝑠 

can be known, 𝐸[�̂�𝐴] = 𝐸𝑑𝐸𝑀[�̂�𝐴] y 𝑉[�̂�𝐴] = 𝐸𝑑𝑉𝑀[�̂�𝐴] + 𝑉𝑑𝐸𝑀[�̂�𝐴].  We can call the latter the inference 

tools which in this document we focus on developing for each of the RR techniques presented.  
The purpose of this work was to make a chronological and comparative review of the references of the 

quantitative RR methods that use SRSWR. To be more specific, the interest was to review only linear RR 
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methods in response models. In these methods, we will describe the scrambling device, specify the response 

model and estimator's characteristics of the population mean of the sensitive variable Y. On the other hand, 

in this paper we will not discuss generalized RR models, designs with RR, or qualitative RR methods, with 

the exception of Warner (1965). For a broader study of RR, it would be of interest to the reader to consult 

Chaudhuri et al. (2016). 

In the first section, we present the pioneering work on RR of Warner (1965) and the early work based on 

his idea for quantitative data. In section two, a review of RR techniques for recent quantitative data is 

carried out, dividing them into: compulsory randomized response techniques (CRRT), full optional 

randomized response techniques (FORRT) and partial optional randomized response techniques (PORRT). 

In the third section, a comparative analysis is made between the best CRRT, FORRT and PORRT 

techniques. For comparison, a simulation study with sensitive type variables is performed. The first 

extended works of the Warner model (1965) were both, qualitative studies, Abdel-Latifet al. (1967), Horvitz 

et al. (1967), Greenberg et al. (1969), Moors (1971), as quantitative studies, Greengerg et al. (1971), 

Eriksson. (1973), Pollock and Beck (1976), Eichhorn and Hayre (1983). 

 

1.1. The first work on RR: Warner 1965 

 

As usual in RR documents, we begin with the study of the randomized response work carried out by Warner 

(1965). In which, a random sample s of size n is taken with simple random sampling with replacement 

(SRSWR) to estimate the population proportion 𝜋𝐴 of a sensitive qualitative characteristic A. This feature 

is difficult to know through direct response, so Warner proposed to protect the privacy of the respondent 

through a scrambling device consisting of two packs of letters. The first cards pack with proportion 𝑃(≠
0.5) has the sentence “¿Do you belong to group A?”, that is, the respondent is asked whether or not they 

have sensitive characteristic A, and the complement of A is the second pack of cards that have the sentence 

“¿Do you belong to group �̅�?”. The procedure consists of the respondent selecting a card, once he sees his 

card (A ó �̅�), he/she (change in all the paper) informs the interviewer with the truthful answer “Yes” or 

“No”, in turn, the interviewer is not aware of the type of card that the respondent selected so that the 

sensitive characteristic is not revealed to the interviewer and therefore protects their privacy. So that, the 

proportion of responses “Yes” is 𝜋𝑦 , that is, the specified model is:  

𝜋𝑦 = 𝑃 𝜋𝐴 + (1 − 𝑃)(1 − 𝜋𝐴). 

As the interest is to know the population proportion 𝜋𝐴 of a sensitive characteristic A and knowing that  𝜌𝑦𝑠 

is the total of Yes in the sample, we have:  

i.�̂�𝐴 =
𝜌𝑦𝑠−(1−𝑃)

2𝑃−1
 , which is unbiased to  𝜋𝐴 

ii.𝑉𝑎𝑟(�̂�𝐴) =  
𝜋𝐴(1−𝜋𝐴)

𝑛
+ 

𝑃(1−𝑃)

𝑛 (2𝑃−1)2 

iii.�̂�𝑎𝑟(�̂�𝐴) =   
𝜌𝑦𝑠 (1−𝜌𝑦𝑠)

(𝑛−1)  (2𝑃−1)2 , which is an unbiased estimator of 𝑉𝑎𝑟(�̂�𝐴) 

 

1.2 First works in quantitative RR  

 

In this section, we will review some of the early work for quantitative variables. Chronologically, the first 

contribution of RR methodology for quantitative data is given by Greenberg et al. (1971) since it means for 

quantitative variables, Ericksson (1973) presented the second quantitative RR work and them were followed 

by the work   of Pollock et al. (1976) and lastly, we also analyze the work by Eichhorn and Hayre (1983). 

Next, we will describe the first quantitative techniques.  

 

Greenberg, Kuebler, Abernathy and Horvitz technique (1971) 

  

The work presented by Greenberg et al. (1971)  was carried out for with the purpose of obtaining 

quantitative information regarding abortion and income. The RR device consisted of a sealed clear plastic 

box, which, for the abortion trial, has two questions printed on the box lid: 

1. How many abortions have you had in your life? 

2. If a woman has to work full time to earn a living, how many children does she think she should have? 

Inside the box there are P1 red balls with the number 1 and P2 blue balls with the number 2. In which, the 

j-th respondent selects a ball with probability Pi and will answer either question 1(P1) or question 2(1- P1) 

without the interviewer realizing which ball was selected and thus, protecting their privacy of information. 

Regarding the topic of income, they used the same device only changing the questions according to the 

purpose of interest (abortion or income). We will focus only on abortion issue.  
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The interest parameter is 𝜇𝑌 which is the population mean of the sensitive characteristic Y (question 1). For 

the estimation, two samples are taken using SRSWR from a population of size N. The response for the i-th 

respondent for the j-th sample is given by:  

𝑍𝑗𝑖 = 𝑃𝑗  𝑌𝑗𝑖 + (1 − 𝑃𝑗)𝑋𝑗𝑖  

where 𝑌𝑗𝑖 = the number of abortions the i-th respondent has had in the j-th sample with 𝐸[𝑌𝑗𝑖] = 𝜇𝑌 and 

𝑋𝑗𝑖= the number of children a woman should be have if she works according to the i-th respondent in the j-

the sample with 𝐸[𝑋𝑗𝑖] = 𝜇𝑋. Let us consider the expectation under the randomization procedure used to 

obtain answers from 𝑍𝑗𝑖: 

𝐸(𝑍𝑗𝑖) = 𝜇𝑧𝑗 = 𝑃𝑗  𝜇𝑌 + (1 − 𝑃𝑗)𝜇𝑋. 

Now,  

i. �̂�𝑌 =
 (1−𝑃2)𝑍1−(1−𝑃1)𝑍2

𝑃1−𝑃2
 , which is unbiased to 𝜇𝑦 and,  �̅�1 and  �̅�2 they are the sample means, 𝑃1 ≠

𝑃2 

ii. 𝑉𝑎𝑟 (�̂�𝑌) =  
1

(𝑃1−𝑃2)
2  [(1 − 𝑃2)2 𝑉𝑎𝑟(�̅�1) + (1 − 𝑃1)2𝑉𝑎𝑟 (�̅�2)] 

Where,  𝑉𝑎𝑟(�̅�𝑗) =
1

𝑛𝑗
 [𝜎𝑋

2 + 𝑝𝑗(𝜎𝑌
2 − 𝜎𝑋

2) + 𝑝𝑗(1 − 𝑝𝑗)(𝜇𝑌 − 𝜇𝑋)2] 

iii. �̂�𝑎𝑟 (�̂�𝑌) =  
1

(𝑃1−𝑃2)
2  [(1 − 𝑃2)2 �̂�𝑎𝑟(�̅�1) + (1 − 𝑃1)2�̂�𝑎𝑟 (�̅�2)] , which is an unbiased estimator 

of 𝑉𝑎𝑟 (�̂�𝑌), Where,  �̂�𝑎𝑟(�̅�𝑗) =
1

𝑛𝑗(𝑛𝑗−1)
 ∑(𝑍𝑗𝑖 − �̅�)

2
  , j=1,2. 

 

 Eriksson’s technique (1973) 

 

For this technique, a population of size N is considered whose sensitive characteristic is measured by 

𝑌1, 𝑌2, … , 𝑌𝑁 , where the mean is denoted by 𝜇𝑌 and its variance by 𝜎𝑌.
2  The choice of L values 𝑋1, 𝑋2, … , 𝑋𝐿, 

similar, to the set of values 𝑌1, 𝑌2, … , 𝑌𝑁 , is assumed in such a way as to generates confidence in the 

interviewees that their information will not be known by the interviewer. The procedure to hide the data of 

the interviewees is described below.  

A card deck is had which are of two types:  

Type 1: ¡Provide your true answer! 

Type 2: ¡Say your value is 𝑥𝑗! 

In this card set there is a proportion P of the type 1 and in the case of cards of  type 2, there is a proportion 

𝑝𝑗 for the card marked  with the value 𝑋𝑗 for 𝑗 = 1,2, . . , 𝐿 such that ∑ 𝑝𝑗 = 1 − 𝑃. For the type 2 cards, 

their means and variances are given by:  

𝜇𝑋 = ∑ 𝑋𝑗

𝑝𝑗

1 − 𝑃
,      𝜎𝑋

2 = ∑(𝑋𝑗 − 𝜇𝑋)
2 𝑝𝑗

1 − 𝑃
. 

With these considerations, the random variable 𝑍𝑖𝜈 is denoted, which represent the response of the i-th 

person in the v-th replicate, with probability  𝑃, 𝑝1, 𝑝2, … , 𝑝𝐿 , respectively. There is a sample of interviewees 

of size n, and the different averages are defined  as: 

𝑍𝑖𝜈: �̅�𝑖 =
1

𝑘
∑ 𝑍𝑖𝜈 , �̅� =

1

𝑘𝑛
∑ ∑ 𝑍𝑖𝜈. 

It is assumed that a random sample of size n can be obtained directly and an estimator of 𝜇𝑌 that is 𝜉 =
∑ 𝑎𝑖𝑌𝑖 . In the case of randomized responses, a possible estimator of 𝜇𝑌 is:  

i. �̂�𝑌 =
1

𝑃
∑ 𝑎𝑖(�̅�𝑖 − (1 − 𝑃)𝜇𝑋) 

The variance of  �̂�𝑌 is given by: 

ii. 𝑉(�̂�𝑌) =
1

𝑘𝑃2
∑ 𝑎𝑖

2𝑉(𝑍𝑖𝜈) 

Where, 𝑉(𝑍𝑖𝜈) = (1 − 𝑃) [𝜎𝑥
2 + 𝑃 ((𝑌𝑖 − 𝜇𝑦)

2
+ (𝜇𝑦 − 𝜇𝑥)

2
+ 2(𝜇𝑦 − 𝜇𝑥)(𝑌𝑖 − 𝜇𝑦))]                

   We propose as an estimator of 𝑉(�̂�𝑦) 

iii. �̂�(�̂�𝑦) =
1

𝑘𝑃2
∑ 𝑎𝑖

2�̂�(𝑍𝑖𝜈) 

   Where, �̂�(𝑍𝑖𝜈) = (1 − 𝑃) [𝜎𝑥
2 + 𝑃 ((𝑌𝑖 − �̂�𝑦)

2
+ (�̂�𝑦 − 𝜇𝑥)

2
+ 2(�̂�𝑦 − 𝜇𝑥)(𝑌𝑖 − �̂�𝑦))] 

 

Pollock and Bek technique (1976) 
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Unlike the past techniques proposed by Greenberg et al. (1971) and Eriksson (1973), that use a binary 

model in questions way for scrambling the value of the sensitive characteristic Y, the technique presented 

by Pollock and Bek (1976) proposes another approach to scrambling that sensitive value Y by performing 

the addition or multiplication using a random value X from a known distribution. In the first addition model, 

the respondent is asked to sum his sensitive characteristic Y and a random value X, both values are 

considered independent and with distributions 𝑓(𝑦) and 𝑔(𝑥) respectively. So that, the response is given 

by:   

𝑍 = 𝑌 + 𝑋 

With 

𝐸(𝑍) = 𝜇𝑧 = 𝜇𝑌 + 𝜇𝑋  and  𝑉𝑎𝑟(𝑍) = 𝜎𝑧
2 = 𝜎𝑌

2 + 𝜎𝑋
2. 

We have the following characteristics of the estimator of  𝜇𝑌: 

i.�̂�𝑌 = �̅� − 𝜇𝑋 , which is an unbiased estimator of 𝜇𝑌.  

Further,  �̅� is the estimator of 𝜇𝑧 

ii.𝑉𝑎𝑟 (�̂�𝑌) =
𝜎𝑌

2+𝜎𝑋
2

𝑛
   

iii.�̂�𝑎𝑟 (�̂�𝑌) ≃  
2 𝜎𝑋

2

𝑛
   

Pollock and Bek (1976) estimated the variance in this way, following Greenberg et al. (1971), whose 

recommend that X values should be  similar to the Y values, so that the estimation is possible owing 

to the X values are known by the researcher.   

The second model presented by Pollock and Bek (1976) is the multiplication, unlike the sum model, the 

value of sensitive characteristic Y of the respondent is scrambled by the multiplication of a X value. His 

response is given by:  

𝑍 = 𝑌𝑋 

with 𝐸(𝑍) = 𝜇𝑧 = 𝜇𝑌𝜇𝑋  and  𝑉𝑎𝑟(𝑍) = 𝜎𝑧
2 = 𝜇𝑋

2 𝜎𝑌
2 + 𝜇𝑌

2𝜎𝑋
2 + 𝜎𝑌

2𝜎𝑋
2. 

The following characteristics of the estimator of  𝜇𝑌 are presented: 

i.�̂�𝑌 =
𝑍

𝜇𝑋
 , is an unbiased estimator of 𝜇𝑌 and  �̅� is the estimator of 𝜇𝑧 

ii.𝑉𝑎𝑟 (�̂�𝑌) =
1

𝑛
[𝜎𝑌

2 +
𝜎𝑋

2 (𝜇𝑌
2+𝜎𝑌

2)

𝜇𝑋
2 ]   

iii.�̂�𝑎𝑟 (�̂�𝑌) ≃  
1

𝑛
[2 𝜎𝑋

2 +
 𝜎𝑋

4

𝜇𝑋
2 ] .  

The variance estimator is specified following the same analogy of the sum model.  

 

Eichhorn and Hayre technique (1983) 

 

Eichhorn and Hayre  (1983) works as follows. This technic, as in the Pollock and Bek (1976) works as 

follows: 

 The respondent scrambles the sensitive value Y through the product of a positive random variable 

X with mean 𝜇𝑋 and variance 𝜎𝑋 
2  that are known by interviewer. 

Therefore, the interviewer will obtain the report: 𝑍 = 𝑌𝑋. Unlike the RR techniques already reviewed, 

where the sensitive value Y is scrambled through questions unrelated to the sensitive variable, the Eichhorn 

and Hayre technique (1983) is of particular interest since it can be considered the first technique where the 

respondent scrambles the sensitive value through a device, such as tossing a coin or extracting a ball from 

a bag, which are proposed by the authors.   

The estimator of 𝜇𝑌    present these characteristics: 

i. �̂�𝑌 =
𝑍

𝜇𝑋
 ,   is unbiased to 𝜇𝑌 and  �̅� is the estimator of 𝜇𝑧 

ii. 𝑉𝑎𝑟 (�̂�𝑌) =
1

𝑛
[𝜎𝑌

2 +
𝜎𝑋

2 (𝜇𝑌
2+𝜎𝑌

2)

𝜇𝑋
2 ], is the variance of the estimator 

iii. �̂�𝑎𝑟 (�̂�𝑌) =   
1

𝑛
[

𝑆𝑍
2

−
𝜎𝑋

2 �̂�𝑌
2

𝜇𝑋
2

(1+
𝜎𝑋

2

𝜇𝑋
2 )

] , which we propose as an estimator of 𝑉𝑎𝑟 (�̂�𝑌), with  𝑆𝑍
2 =

1

𝑛−1
∑ (𝑍𝑖 − �̅�)2𝑛

𝑖=1  , 

 

After these first works on quantitative RR techniques, a large number of studies of these techniques are 

presented in the published literature produced before 21st century. We refer, among others, the papers of  

Chaudhuri (1987), Chaudhuri and Mukherjee (1988), Arnab (1995), Singh and Joarder (1997). In the 21st 

century, the RR techniques have been studied more thoroughly  since their applicability are more frequent 
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in different fields as: Medicine, Psychology, Biology, Social, Technology, and so on. The procedures have 

been called “scrambling”. Some applied works from aforementioned areas, to mention a few, are those of 

Arnab (2004), Bouza (2009), Chaudhuri et al. (2009), Blair et al. (2015), Rueda et al. (2016). Also, the rise 

of RR techniques is due to their applicability in sensitive issues such as:  abortion induction, see Lara et al. 

(2004) and Perri et al. (2016), drug use, see Stubbe et al. (2013) and Perry et al. (2017), AIDS see Arnab 

and Singh (2010), racism see Krumpal (2012), among others. 

 

2. STUDY OF RECENT QUANTITATIVE RANDOMIZED RESPONSES TECHNIQUES  

 

As we have said, the idea of using randomized responses techniques is to scramble the respondent’s 

response through a device that implements RR in order to obtain information or the value of a sensitive 

characteristic of a person, who for some reason that person is refuses to answer. On the other hand, there 

are people who might consider that the question is non-sensitive or little sensitive, so they would be willing 

to respond directly to the question, that is, without the need to scramble their response. This is called 

optional randomized responses techniques (ORRT), see Chaudhuri and Mukherjee (1988), in which the 

respondent is selected by means of SRSWR and chooses one of the following two options: 

1. Give the true response. 

2. Scramble your true response through a device. 

The fundamental characteristic of the ORRT techniques, see Gupta and Thornton (2002), Arnab (2004) for 

example, is that they provide minimum variance estimators with respect to the compulsory randomized 

responses techniques (CRRT) because the latter, being directly scrambled respondent’s value, it increases 

the bias in the estimation. This is to say, as in the ORR techniques, the respondent has the option of giving 

his response to the sensitive characteristic directly, without being scrambled, then values collected by the 

researcher for that characteristic are more reliable, thus reducing he bias generated by using a RR device 

and a gain in estimation precision is obtained. For all of the above and adding that ORR techniques are 

currently a topic under study, see Chaudhuri et al. (2016), this document will address them. On the other 

hand, it is also of our interest to study the CRR techniques since their main advantage over the ORR 

techniques is that the respondents feel more confident since they do not enter the predicament of deciding 

whether to give their sensitive value or if scramble their value, that this is the opposite case to ORR 

techniques. We can categorize, see Arnab and Rueda (2016), the optional randomized responses techniques 

(ORRT) as: Full optional randomized response technique (FORRT) y Partial optional randomized response 

technique (PORRT). Therefore, we classify RR techniques into three categories, CRRT, FORRT y PORRT. 

Next, we describe and show recent RR works for each category.  

 

2.1. Compulsory randomized response technique (CRRT)  

 

Here, we will look at RR techniques where the respondent’s response randomly is compulsorily scrambled 

by a device or forced to provide his true value.  Unlike ORR techniques, here the respondent has no 

possibility to decide whether to provide his sensitive value or to scramble it. In these compulsories 

techniques (CRRT), when the respondent directly scrambled his response, he is more confident in 

protecting his privacy, this is, the interviewer will never doubt whether he is providing a direct response of 

his true value or a scrambled response. For the following techniques, the selection of the sample s of size n 

is through SRSWR. 

 

2.1.1. Bar-Lev et al. (2004).  

 

For the RR technique proposed by Bar-Lev et al. (2004), the i-th respondent performs a Bernoulli trial with 

probability P predefined by the interviewer. The value provided by the respondent will be given according 

to the Bernoulli trial 𝛼, by:   

𝛼 = {
1;  the respondent gives his sensitive value Y                    

0;  the respondent scrambles his value using  𝑅𝑖 = 𝑋𝑖𝑌𝑖    
 

Where 𝑋𝑖 is a random variable with mean 𝜇𝑋 and variance 𝜎𝑋
2 which are known by the researcher. The 

response model for the i-th respondent is:  

𝑍𝑖 = 𝛼𝑌𝑖 + (1 − 𝛼)𝑅𝑖 

The estimator of 𝜇𝑍 has the following characteristic:  

i.�̂�𝑌 =
𝑍

𝑃+𝑄𝜇𝑋
 , which is an unbiased estimator of 𝜇𝑌 and  �̅� is the estimator of  𝜇𝑧 

ii.𝑉𝑎𝑟 (�̂�𝑌) =
1

𝑛
[

𝜇𝑌
2  𝐶2+𝜎𝑌

2 𝐶2−𝜇𝑌
2𝑈

(𝑃+𝑄𝜇𝑋)2 ] ,   
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where,  𝐶2 = 𝑄𝜇𝑋
2 (1 + 𝐶𝑋

2) + 𝑃,    𝑈 = (𝑃 + 𝜇𝑋𝑄)2,   𝐶𝑋
2 =

𝜎𝑋
2

𝜇𝑋
2  

We develop the estimator of 𝑉𝑎𝑟 (�̂�𝑌), 

iii.�̂�𝑎𝑟 (�̂�𝑌) =
1

𝑛
[

�̂�𝑌
2  𝐶2+𝑆𝑌

2 𝐶2−�̂�𝑌
2𝑈

(𝑃+𝑄𝜇𝑥)2 ] , where  𝑆𝑌
2 =  

1

𝑛
[

(𝑃+𝑄𝜇𝑥)2 𝑆𝑍
2

−�̂�𝑌
2  𝐶2+�̂�𝑌

2𝑈 

𝐶2 ] ,  

with 𝑆𝑍
2 =

1

𝑛−1
∑ (𝑍𝑖 − �̅�)2𝑛

𝑖=1  

 

2.1.2. Ryu et al. (2006) 

 

In the Ryu et al.’s model (2006), the authors consider a two-stage model. In the same way as the previous 

technique, in the first stage a Bernoulli trial 𝛼 with probability 𝑃1 is performed which the i-th respondent 

provides his sensitive value Y or goes to the next stage according to  𝛼: 

𝛼 = {
1;  the respondent gives his sensitive value  Y
0;  the respondet goes to the next stage            

 

Again, for this second stage, a Bernoulli trial 𝛽 with probability 𝑃2 is performed, in such a way that: 

  

𝛽 = {
1;  the respondent gives his sensite value  Y    
0;  the respondent scrambles with X Y               

 

Where X is a random variable with distribution known by the researcher and assuming 𝜇𝑋 = 1. The 

response model is given by:  

𝑍𝑖 = 𝛼𝑌𝑖 + (1 − 𝛼)𝛽𝑌𝑖 + (1 − 𝛼)(1 − 𝛽)𝑋𝑖𝑌𝑖 

The unbiased estimator of 𝜇𝑌 is: 

i.�̂�𝑌 =
∑ 𝑍𝑖

𝑛
𝑖=1

𝑛
 ,   

ii.𝑉𝑎𝑟 (�̂�𝑌) =
𝑉(𝑍𝑖)

𝑛
=

𝜎𝑌
2+ 𝑄1𝑄2𝜎𝑋

2  (𝜇𝑌
2+𝜎𝑌

2)

𝑛
 ,  which is the variance of the estimator   

For 𝑄𝑡 = 1 − 𝑃𝑡 , 𝑡 = 1,2  we propose as an estimator of  𝑉𝑎𝑟 (�̂�𝑌), 

iii.�̂�𝑎𝑟 (�̂�𝑌) =
𝑆𝑌

2+ 𝑄1𝑄2�̂�𝑋
2  (�̂�𝑌

2+𝑆𝑌
2)

𝑛
 , where  𝑆𝑌

2 =  
𝑆𝑍

2−  𝑄1𝑄2�̂�𝑋
2  �̂�𝑌

2

(1+𝑄1𝑄2�̂�𝑋
2 )

 , with 𝑆𝑍
2 =

1

𝑛−1
∑ (𝑍𝑖 − �̅�)2𝑛

𝑖=1  

 

2.1.3. Saleem I. et al. (2019) 

 

The authors, Saleem I. et al. (2019), in this technique they propose an RR model to directly scramble the 

sensitive variable Y through addition, a technique proposed by Pollock and Beck (1976), subtraction, 

proposed by Hussain (2012) or multiplication, proposed by Eichhorn and Hayre (1983). That is, the 

respondent’s response is scrambled using one of three aforementioned models.  The report is given by:  

𝑍 = 𝑔(𝑌 + 𝛼𝑆) + (1 − 𝑔)𝑌 𝑆,  
Where S is the scrambling random variable with mean 𝑆̅ = 𝐸(𝑆) = 0  and variance 𝜎𝑆

2 and with constants 

known by the researcher 𝑔 ∈ [0,1] and  𝛼 ∈ [−1,1]. So the response is given by one of these scrambling:  

𝑍 = {

𝑌 + 𝑆     𝑖𝑓  𝑔 = 1 𝑎𝑛𝑑 𝛼 = 1   
𝑌 − 𝑆     𝑖𝑓  𝑔 = 1 𝑎𝑛𝑑 𝛼 = −1 

𝑌 𝑆        𝑖𝑓  𝑔 = 0                         
 

With  𝜇𝑌 presenting the following characteristics:  

i.�̂�𝑌 = �̅� , which is unbiased to  𝜇𝑌  

ii.𝑉(�̂�𝑌) =
1

𝑛
[𝑔2(𝜎𝑌

2 + 𝛼2𝜎𝑆
2) + (1 − 𝑔)2𝜎𝑆

2(�̅�2 + 𝜎𝑌
2) + 2𝛼𝑔(1 − 𝑔)�̅�𝜎𝑆

2] 

The proposed variance estimator of  (�̂�𝑌) is: 

iii.�̂�𝑎𝑟 (�̂�𝑌) =
1

𝑛
[𝑔2(�̂�𝑌

2 + 𝛼2𝜎𝑆
2) + (1 − 𝑔)2𝜎𝑆

2(�̂�𝑌
2 + �̂�𝑌

2) + 2𝛼𝑔(1 − 𝑔)�̂�𝑌𝜎𝑆
2] ,  

where  �̂�𝑌
2 =  

�̂�𝑧
2−  𝑔2𝛼2𝜎𝑆

2−(1−𝑔)2𝜎𝑆
2�̂�𝑌

2−2𝛼𝑔(1−𝑔)�̂�𝑌𝜎𝑆
2

(𝑔2+(1−𝑔)2𝜎𝑆
2)

 , with �̂�𝑍
2 =

1

𝑛−1
∑ (𝑍𝑖 − �̅�)2𝑛

𝑖=1  

 

2.1.4. Bouza et al.  (2022) 

 

In the procedure of the RR technique proposed by Bouza et al. (2022), the i-th sample respondent s 

performs the following two-stage procedure. In stage one, the respondent performs a Bernoulli trial 𝛾 

with probability P. For stage two, the respondent provides his true value scrambled according to 𝛾, so the  

report is: 
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𝑍𝑖 = {
 𝑆𝑖     𝑖𝑓   𝛾𝑖 = 1
𝑇𝑖     𝑖𝑓   𝛾𝑖 = 0

 

Where the sensitive variable Y will be scrambled either by one of the following two devices for the i-th 

respondent:  

𝑆𝑖 = 𝑌𝑖 + 𝐴𝑖  or   𝑇𝑖 = 𝑌𝑖 + 𝐵𝑖𝐴𝑖  ; 

where 𝐴𝑖 and 𝐵𝑖  are random variables with mean 𝜇𝐴 ,𝜇𝐵,  and variance  𝜎𝐴
2 ,𝜎𝐵

2, respectively, which are 

controlled by the researcher.  

The report of the i-th respondent is modeled by: 

𝑍𝑖 = 𝛾𝑖𝑆𝑖 + (1 − 𝛾𝑖)𝑇𝑖 . 

The estimator of 𝜇𝑌 has the following characteristics:   

i. �̂�𝑌 = �̅� − 𝜇𝐴(𝑃 + 𝑄𝜇𝐵) , which is an unbiased estimator of  𝜇𝑌 and,  

 

ii. 𝑉(�̂�𝑌) =
𝜎𝑌

2+𝜎𝐴
2(𝑃+𝑄𝜎𝐵

2 )

𝑛
 

We present as a proposal for the variance estimator  (�̂�𝑌) : 

iii. �̂�𝑎𝑟 (�̂�𝑌) =  
�̂�𝑌

2+𝜎𝐴
2(𝑃+𝑄𝜎𝐵

2)

𝑛
,   

where  �̂�𝑌
2 =  

𝑆𝑧
2−  𝜎𝐴

2(𝑃+𝑄𝜎𝐵
2)

𝑛
 , with 𝑆𝑍

2 =
1

𝑛−1
∑ (𝑍𝑖 − �̅�)2𝑛

𝑖=1  

 

2.2. Full optional randomized response technique (FORRT) to quantitative data  

 

The FORR techniques were proposed by Chaudhuri and Mukherjee (1988), in which respondents from the 

sample s of size n selected with SRSWR are optionally grouped into two groups. One group will be made 

up of those respondents who choose to respond directly to the sensitive question, as they considered it to 

be little or not at all sensitive. In the other group, there will be the respondents who choose to respond 

through a scrambling device, since they evaluated the question as sensitive, so the researcher assumes that 

in this group G they present the sensitive characteristic Y. Otherwise, for the other group  �̅� which are 

assumed to have the characteristic �̅�. Below are some of the procedures of FORRT. 

  

2.2.1. Huang (2008) 

 

In the technique propose by Huang (2008), two samples 𝑠1 and 𝑠2 extracted by the SRSWR design are 

considered independently and with size  𝑛1 and 𝑛2, respectively, where 𝑛 = 𝑛1 + 𝑛2. Being an optional 
RR technique, the i-th element in samples 𝑠1 and 𝑠2 can choose between:  

i)   Give the  sensitive value, or 

ii) Scramble the sensitive value with 𝑍𝑗 = 𝑋𝑗𝑌. 

Where 𝑋𝑗 is a random variable with distribution known by the researcher with mean 𝜇𝑋𝑗 = 1 and variance 

𝛾𝑋𝑗  for the samples  𝑠𝑗 , 𝑗 = 1,2. Huang (2008) defines 𝑊𝐺 as the proportion of individuals belonging to the 

sensitive group G, that is, who choose to scramble their responses. The interviewer fixes that proportion 

with mean 𝜇𝐺 and variance  𝜎𝑦𝐺
2 . The i-th respondent in the j-th sample reports their response scrambled as 

𝑍𝑗𝑖 and let   𝑧�̅� =
1

𝑛𝑗
∑ 𝑧𝑗𝑖

𝑛𝑗

𝑖=1
. 

 We present the characteristics of the estimator of 𝜇𝑌 as we have been doing. 

i.�̂�𝑌 =  𝛽 𝑧1̅ + (1 − 𝛽) 𝑧2̅ , which is unbiased to 𝜇𝑌  and with  0 < 𝛽 < 1.  

ii.𝑉(�̂�𝑌) = 𝛽2  
𝜎𝑧1

2

𝑛1
+ (1 − 𝛽)

𝜎𝑧2
2

𝑛2
 

and the error is estimated by   

iii.�̂�(�̂�𝑌) = 𝛽2  
𝑠𝑧1

2

𝑛1
+ (1 − 𝛽)

𝑠𝑧2
2

𝑛2
, where 𝑠𝑧𝑗

2 =
1

(𝑛𝑗)
∑ (𝑧𝑖𝑗 − 𝑧�̅�)

2
𝑖∈𝑠𝑗

, 𝑗 = 1,2 

 

2.2.2. Arnab (2018) – a 

 

In Arnab’s work (2018) are presented two PORR techniques, where the first one, Arnab (2018) – a will be 

developed here, and in the following section we will present the second technique, Arnab (2018) – b. The 

author converts the PORR techniques presented by Gupta et al. (2002) in FORR techniques. Like the other 

full optional RR techniques, a sample s is selected through SRSWR where the i-th element selected from 

the sample has the option of giving a direct response 𝑦𝑖 , that is, if  belonging  to the non-sensitive group �̅�, 
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is true or give a  response scrambled by 𝑌𝑖  
𝑋𝑖

𝜇𝑋
 where 𝑋𝑖 is a random sample from a distribution with known 

parameters 𝜇𝑋 and  𝜎𝑋
2. The i-th report is given by: 

𝑍𝑖 = {
𝑌𝑖        for i ∈ �̅�
𝑌𝑖  𝑆𝑖   𝑓𝑜𝑟 i ∈ G

 ;   

for 𝑆𝑖 =
𝑋𝑖

𝜇𝑋
 .  The response model is: 

𝑍𝑖 =  𝛽𝑖  𝑌𝑖  𝑆𝑖 + (1 − 𝛽𝑖) 𝑌𝑖  

Where   𝛽𝑖=0 if  i ∈ �̅� or  𝛽𝑖=1 if  i ∈ 𝐺. 

The estimator of 𝜇𝑌  and its characteristics are:  

i. �̂�𝑌 =  𝑧̅ =
∑ 𝑧𝑖

𝑛
𝑖=1

𝑛
 , is unbiased for 𝜇𝑌   

ii. 𝑉(�̂�𝑌) = 𝑉(𝑧̅) =
�̅�𝑧

2

𝑛
, as the estimator variance. Where 𝜎𝑧

2 = 𝜎𝑦
2 + 𝐶𝑥

2𝑊𝐺𝜇𝑦𝐺
2 (1 + 𝐶𝑦𝐺

2 ). 

iii. �̂�(�̂�𝑌) =  
∑ (𝑧𝑖−�̅�)2𝑛

𝑖=1

𝑛 (𝑛−1)
 , which is an unbiased estimator of the   𝑉(𝑧̅) 

 

2.2.3. Arnab (2018)-b 

 

Like the previous technique, here Arnab (2018) converts a PORR technique proposed by Huang (2010) to 

FORRT. Through SRSWR the i-th respondent from the sample 𝑠𝑗 is selected, for j=1,2, and is asked to 

provide the  sensitive value 𝑌𝑖 if it is  considered that  the question is not sensitive, otherwise, the respondent 

must scramble the response  𝑌𝑖 with:  

𝑆𝑖𝑗 =
𝑋𝑗

𝜇𝑋𝑗

 𝑌𝑖 + 𝑇𝑗 

where  𝑋𝑗 and 𝑇𝑗 are random variables with known means  𝜇𝑋𝑗, 𝜇𝑇𝑗 and variances 𝜎𝑋𝑗, 𝜎𝑇𝑗 defined by the 

researcher. The i-th report in the j-th sample is given by: 

𝑍𝑖𝑗 = 𝛼𝑖𝑆𝑖𝑗 + (1 − 𝛼𝑖)𝑌𝑖  

where 

𝛼𝑖 = {
0     𝑓𝑜𝑟  i ∈ �̅�
1     𝑓𝑜𝑟  i ∈ G

 . 

The estimator properties of 𝜇𝑌 are:  

i.�̂�𝑌 =
 𝜇𝑇2  𝑍1−𝜇𝑇1  𝑍1

 𝜇𝑇2− 𝜇𝑇1
 , is unbiased to 𝜇𝑌   

ii.𝑉( �̂�𝑌) =   
1

(𝜇𝑇2− 𝜇𝑇1)2  (  𝜇𝑇2
2 𝜎𝑆1

2

𝑛1
+ 𝜇𝑇1

2  
𝜎𝑆2

2

𝑛2
), is the estimator variance �̂�𝑌 

iii.�̂�(�̂�𝑌) =  
1

(𝜇𝑇2− 𝜇𝑇1)2  (  𝜇𝑇2
2 �̂�𝑠1

2

𝑛1
+ 𝜇𝑇1

2  
�̂�𝑠2

2

𝑛2
) , which is an unbiased estimator of 𝑉(�̂�𝑌)  and  �̂�𝑠𝑗

2 =

1

(𝑛𝑗)
∑ (𝑠𝑖𝑗 − �̅�𝑗)

2
𝑖∈𝑠𝑗

 

 

2.3. Partial optional randomized response technique (PORRT) to quantitative data 

 

The main ideas of PORR techniques were given by Mangat and Singh (1994). In these techniques, the 

respondent has the option to answer the sensitive question directly or with an RR device depending on the 

sensitivity level W of the question. This means that, W is assumed to be the probability that all the 

respondents have of supplying the values of the sensitive characteristic using RR.   

 

2.3.1. Gupta et al. (2002) 

 

One of the first works of PORRT is the one presented by Gupta et al. (2002), where the respondent is 

selected using the SRSWR design. The interviewer gives the i-th respondent, from a sample s, the choice 

of providing their true response Y with probability 1-W or providing a scrambled response with SY and 

probability W, where S is a random variable with mean 𝜇𝑆 and variance 𝜎𝑆
2 both known. Y is the sensitive 

characteristic of the respondent to know and W is the sensitivity level of the question. The response model 

for the i-th respondent is given by:  

𝑍 = 𝑆𝛼𝑌 

for 𝛼 = 1 if the response is scrambled or 𝛼 = 0,  if the respondent provides his true value.  

The estimator characteristic of the parameter 𝜇𝑌 are the following: 
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i.�̂�𝑌 =  
∑ 𝑧𝑖

𝑛
𝑖=1

𝑛
= 𝑧 ̅, which is unbiased to a 𝜇𝑌   

ii.𝑉(�̂�𝑌) =
1

𝑛 
[𝜎𝑦

2 + 𝑊𝜎𝑆
2(𝜎𝑌

2 + 𝜇𝑦
2)], as the estimator variance   

iii.�̂�(�̂�𝑌) =  
1

𝑛 
[𝑆𝑦

2 + �̂�𝜎𝑆
2(𝑆𝑦

2 + �̂�𝑦
2)] , which is an unbiased estimator to  𝑉(�̂�𝑌), where 𝑆𝑌

2 =

𝑆𝑧
2−�̂�𝜎𝑆

2�̂�𝑦
2

1+�̂�𝜎𝑆
2  with 𝑆𝑍

2 =
1

𝑛−1
∑ (𝑍𝑖 − �̅�)2𝑛

𝑖=1  and �̂� =
1

𝑛
∑ log (𝑍𝑖)𝑛

𝑖=1 −log (
1

𝑛
∑ 𝑍𝑖

𝑛
𝑖=1 )

𝛿
 , where  𝛿 =

𝐸[log (𝑆)] 

 

2.3.2. Singh and Gorey (2018) 

 

For this partial optional RR technique, it is assumed, like all techniques already presented, the extraction 

from a sample s of size n using SRSWR. The authors proposed a two-stage model to estimate the population 

mean 𝜇𝑌 of the sensitive random variable Y>0. We have the scrambling random variable S>0 with 

distribution known by the researcher with parameters 𝜇𝑆 and 𝜎𝑆
2. Both random variables are considered 

mutually independent. The two-stage model is as follow: 

Stage 1: In this stage, the elements of the sample n are divided into two groups, T is the proportion 

of the first group in which the respondent will give the sensitive value Y directly and reliably.  

Stage 2: Here, the other group with proportion (1-T) is considered, where if the i-th respondent 

considers that the question is sensitive, and responds with a scrambled device Y 
𝒔

𝜇𝑆
, otherwise, the 

i-th respondent directly reports the  sensitive value Y.  

In the Z response model, providing the direct value Y has probability T+(1-T) (1-W) and providing the 

scrambled value Y 
𝒔

𝜇𝑆
  has probability (1-T) * W. Where W is the probability of using RR or also known as 

the sensitivity level of the question and which is assumed to be known. As in all the RR procedure, the 

respondent’s privacy is protected as the interviewer doesn’t know from which stage the respondent’s 

response is provided. The response model is given by:   

𝑍 = (𝑌𝑉) {𝑌 (
𝑆

𝜇𝑆

)
𝑈

}

1−𝑉

 

for,  

𝑉 = {
1;  if the respondent gives a direct response in the first stage

0;  if the respondent goes to the second stage                                 
 

In the second stage,  

           𝑈 = {
1;  if the respondent scrambles the response     
0;  if the respondent gives the direct response

 

 U and V are independent with Bernoulli distribution and parameter W and T respectively. Following, we 

show the characteristics of the 𝜇𝑌 estimator and the W estimator: 

i.�̂�𝑌 =
1

𝑛
∑ 𝑍𝑖 =𝑛

𝑖=1 �̅�   is an unbiased estimator of  𝜇𝑌 and  �̅� is the estimator of  𝜇𝑧 

ii.𝑉𝑎𝑟 (�̂�𝑌) =
1

𝑛
[𝜎𝑌

2 +
𝜎𝑠

2

𝜇𝑆
2

(𝜎𝑌
2 + 𝜇𝑌

2)(1 − 𝑇)𝑊] , which is estimator variance  

iii.�̂�𝑎𝑟 (�̂�𝑌) =  
1

𝑛
[𝑆𝑌

2 +
𝜎𝑠

2

𝜇𝑆
2

(𝑆𝑌
2 + �̂�𝑌

2)(1 − �̂�)�̂�] .  

Where, 𝑆𝑌
2 =

(𝑆𝑧
2−�̂�(1−�̂�)

𝜎𝑠
2

𝜇𝑆
2 �̂�𝑌

2)

(1+�̂�
𝜎𝑠

2

𝜇𝑆
2(1−�̂�) )

,  with 𝑆𝑧
2 =

1

𝑛−1
∑ (𝑍𝑖 − �̅�)2𝑛

𝑖=1 ,  is an unbiased estimator of 𝜎𝑧
2. 

iv.�̂� =
1

𝑛
∑ log(𝑍𝑖)−log (

1

𝑛
∑ 𝑍𝑖

𝑛
𝑖=1 )𝑛

𝑖=1

(1−𝑇)(𝛿−log 𝜃)
, 𝛿 ≠ 𝜃 𝑎𝑛𝑑  𝑇 ≠ 1 ; where 𝛿 = 𝐸[𝑙𝑜𝑔(𝑆)] 

 

2.3.3. Hussain, Z.  and Shahid, M., I. (2019) 

 

We have cataloged this RR technique as a PORR technique, although this is not entirely true, since it 

contemplates a first scrambling of the respondents’ responses directly having the option to decide, so the 

respondents “decide” how to give their response (direct o scrambled). Hussain, Z.  and Shahid, M., I. (2019), 

proposed a two-stage RR model in which two independent samples 𝑠1 and 𝑠2are selected through SRSWR. 

The procedure is the following: 

Stage 1: A proportion F of respondents in the j-th sample are asked to provide the addition and 

subtraction of their sensitive value Y with two scrambled variables, this is,  𝑌 + 𝑋𝑗 − 𝑉𝑗, where X, 

V are random variables with mean and variance known by the researcher.  
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Stage 2: Here, the remaining proportion of respondents (1 − 𝐹) are provided with a PORR 

technique, in which they can decide whether to report their true value Y or to report their sensitive 

value scrambled in the same way as in stage 1. 

The probability of giving the sensitive response directly is (1 − 𝐹)(1 − 𝑊) and the probability that the i-

th respondent in the j-th sample scrambles the value is 𝐹 + (1 − 𝐹)𝑊. The report response in the j-th 

sampled person  is given by: 

𝑍𝑗 = 𝛽(𝑌 + 𝑋𝑗 − 𝑉𝑗) + (1 − 𝛽){𝛼(𝑌 + 𝑋𝑗 − 𝑉𝑗) + (1 − 𝛼)𝑋},     𝑗 = 1,2 

Where 𝛼 and 𝛽 are Bernoulli variables with means W and F respectively.  

The characteristics of the estimator of 𝜇𝑌 and the estimator of W are the following:  

i.�̂�𝑌 =
𝑍2(𝜇1−1)−𝑍1(𝜇2−1) 

𝜇1−𝜇2
 ,    is the unbiased estimator of 𝜇𝑌  , 𝜇1 ≠ 𝜇2  

 

ii.𝑉𝑎𝑟 (�̂�𝑌) =
1

(𝜇1−𝜇2)2 [(𝜇2 − 1)2 (
𝜎𝑧2

2

𝑛1
) + (𝜇1 − 1)2 (

𝜎𝑧2
2

𝑛2
)] , variance of �̂�𝑌 where 𝜇1 ≠ 𝜇2 

The proposed estimator of the above property is:  

iii.�̂�𝑎𝑟 (�̂�𝑌) =
1

(�̂�1−�̂�2)2 [(�̂�2 − 1)2 (
�̂�𝑧2

2

𝑛1
) + (�̂�1 − 1)2 (

�̂�𝑧2
2

𝑛2
)], where �̂�𝑧2

2 =
1

𝑛2−1
∑ (𝑍𝑖 − �̅�)

2𝑛2
𝑖=1    

iv.�̂� =
1

(1−𝐹)
 [

𝑍2 −𝑍1  

𝜇1−𝜇2
− 𝐹], is the unbiased estimator of W,    𝜇1 ≠ 𝜇2, 𝐹 ≠ 1 

v.𝑉𝑎𝑟 (�̂�) =
1

(1−𝐹)2(𝜇1−𝜇2)2 [ (
𝜎𝑧2

2

𝑛1
) + (

𝜎𝑧2
2

𝑛2
)], variance of �̂�,    𝜇1 ≠ 𝜇2, 𝐹 ≠ 1 

where,  

 𝜎𝑧𝑗
2 = 𝜎𝑌

2 + (𝐹 + (1 − 𝐹)𝑊)(𝛿𝑗
2 + 𝛾𝑗

2) + (𝜇𝑗 − 1)
2

(𝐹 + (1 − 𝐹)𝑊)[1 − (𝐹 + (1 − 𝐹)𝑊],   𝑗 =

1,2    
 

3. A SIMULATION STUDY. COMPARASON BETWEEN CRRT, FORRT AND PORRT 

TECHINIQUES  

 

Form the techniques presented in the previous section, we selected the most recent RR techniques from 

each classification to compare their efficiency and accuracy. Therefore, the RR techniques to be compared 

in this section are RRT1 = Bouza et al. (2022) for CRRT, RRT2 = Arnab (2018)-b for FORRT and RRT3 = 

Singh and Gorey (2018) for PORRT, although the latter is not among the most recent, but it is the one that 

best meets the definition of a partial optional RR technique.  

The data used for the simulation are those obtained from the National Survey on the Dynamics of 

Relationships in Households (2016), which among other aspects, presents information on the violence 

experienced, both in frequency and magnitude, bye Mexican women over 15 years old in different areas 

and according to the relationship with their aggressors(s). Due to its social relevance and because we 

consider it to be of a sensitive nature, our population is the N=546 women who responded to the question 

“In your job, have they tried to force you to have sex against your will?” with an ordinal scale of: It did not 

occur = 1, Once = 2, Few times = 3 and Many times = 4, with parameters = 1.626 and  𝜎2 = 1.055. 
 To evaluate the precision and efficiency for each sample, the following statistics were calculated: 

𝐸𝑟𝑟𝑜𝑟(𝑅𝑅𝑇)𝑠 = (

|�̂�𝑖−�̅�𝑖|

�̅�𝑖

|�̂�𝑗−�̅�𝑗|

�̅�𝑗

)

𝑠

,    𝐸(𝑅𝑅𝑇)𝑠 = (
𝑉(�̅�𝑖)

𝑉(�̅�𝑗)
)

𝑠

, 

for the techniques, to evaluate i, j=1,2,3 and 𝑖 ≠ 𝑗.  Given the population sampling error, the sample size 

was calculated, resulting in n=349 for SRSWR. A simulation of 1000 iterations was carried out and the 

aforementioned statistics were averaged. For the respective procedure, a probability P of belonging to the 

sensitive group of 0.7 and of not belonging to the sensitive group of 1-P=0.3 was assigned, since in a study 

of these characteristics the proportion of the sensitive group is always expected to be higher. The values of 

the scrambling variables used in the RR techniques to be compared, following Greenberg et al. (1971), are 

similar to the values of the sensitive characteristics Y.  

 
Figure 1. Increase in sample size in RR techniques. 
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The results of the three procedures are presented below, both their estimator precision of the population 

mean and the variance efficiency of the mean estimator. See Tables 1 and 2.  

From the results in Table 1, it can be seen that RRT1 is more accurate than RRT2 but RRT3 is better than 

RRT1 and RRT2. In terms of efficiency, we can see in Table 2, the estimator with the lowest variance is 

RRT2, followed by RRT3 and RRT1. To visualize the behavior of the estimators of the three RR techniques, 

the following Figure 1 shows the graphs of �̂�𝑦𝑠
, �̂�𝑎𝑟 (�̂�𝑌)𝑠 and  𝐸𝑟𝑟𝑜𝑟(𝑅𝑅𝑇)𝑠 ,where the samples sizes in 

the simulation were increasing from 𝑛 = 10,20, … , 550. 
 

Table 1. Accuracy of the estimators of 

               the mean in the designs. 

 
𝐸𝑟𝑟𝑜𝑟(𝑅𝑅𝑇1)

𝐸𝑟𝑟𝑜𝑟(𝑅𝑅𝑇2)
= 0.453111956 

𝐸𝑟𝑟𝑜𝑟(𝑅𝑅𝑇1)

𝐸𝑟𝑟𝑜𝑟(𝑅𝑅𝑇3)
= 1.172517252 

𝐸𝑟𝑟𝑜𝑟(𝑅𝑅𝑇2)

𝐸𝑟𝑟𝑜𝑟(𝑅𝑅𝑇3)
= 2.58769877 

 

 

 

As in the numerical results of the simulation, in 

the graph is observed illustrates how that in 

general terms the RRT3 technique is the best in 

precision over RRT1 and RRT2 since its 

estimates, with respect to the true parameter 𝜇 =

1.626 are closer. This agrees with the graphs of 

the 𝐸𝑟𝑟𝑜𝑟(𝑅𝑅𝑇)𝑠.  On the other hand, although 

numerically RRT2 has a smaller variance than the 

other techniques, the researcher using these 

techniques would sacrifice precision with respect 

to RRT3 and RRT1.  

 
Table 2. Efficiency of the variances of the 

               estimators of the mean in the designs. 
 

𝐸(𝑅𝑅𝑇1)

𝐸(𝑅𝑅𝑇2)
= 1.439723845 

𝐸(𝑅𝑅𝑇1)

𝐸(𝑅𝑅𝑇3)
= 1.034732824 

𝐸(𝑅𝑅𝑇2)

𝐸(𝑅𝑅𝑇3)
= 0.71870229 
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