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ABSTRACT
This study proposes exponential ratio type estimators of population mean in case of simple random

sampling without replacement (SRSWOR) when the auxiliary variable is an attribute. The double
sampling version of these estimators is also proposed. Expressions for Bias and mean square error
(MSFE) have been evaluated. The proposed estimators were found to be more precise and also
work as an alternative to different types of estimators as already existing. In order to support the
theoretical findings, efficiency of the proposed estimators has also been analyzed numerically by

using different population datasets.
KEYWORDS: Point bi-serial correlation, Bias, Auxiliary attribute, Exponential estimator, Mean
square error.
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RESUMEN
Este trabajo propone un estimador tipo razén exponencial para la media de una poblacién en el caso

de muestreo simple aleatorio con remplazo en el que la variable auxiliar es un atributo. También se
propone la versiéon de muestreo doble. Se evalian las expresiones obtenidas para el sesgo y el error
cuadratico medio. Se encontré que el estimador propuesto es méas preciso. Ademas es una alternativa
a otros estimadores existentes. Su eficiencia se analiza numéricamente usando diferentes bases de
datos lo que soporta los resultados tedricos obtenidos.

PALABRAS CLAVE: Atributo auxiliar, Correlacién bi-serial puntual, Error cuadrético medio,

Estimador exponencial, Sesgo.
1. INTRODUCTION

In sampling theory the precision of an estimate can be increased at the estimation stage by using

information of an instrumental variable called auxiliary variable which is correlated (highly) with the
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study variable. The method of utilizing auxiliary information depends upon the form in which it
is available. When the auxiliary information is quantitative in nature, the estimators such as ratio
estimator of Cochran [4], product type estimator of Robson [11], exponential type estimators of Bahl
and Tuteja [3], the estimators of population mean proposed by Al-Omari and Bouza [2], Shalabh and
Tsai [14], Singh and Vishwakarma [17], Mehta et.al [6] etc. can be used. There are many practical
situations where the auxiliary information is qualitative in nature, in other words the auxiliary variable
correlated with the study variable is an attribute. The authors Jhajj et al. [5] and Shabir & Gupta
[12] have elaborated through the examples (a) the height of a person may depend on its sex (b)
amount of milk produced by a cow may depend on its breed (¢) the yield of a crop may depend on
its variety. In all these situations the estimators where the auxiliary information is quantitative in
nature cannot be used as there exists a point bi-serial correlation between the study and the auxiliary
variable . Therefore Naik and Gupta [8], Jhajj et al. [5], Singh et.al [18], Shabir & Gupta ([12], [13])
and Abd-Elfattah et.al [1], have made some attempts in this direction and proposed the estimators of
population mean by using prior knowledge of the parameters of auxiliary attribute. So taking a note

of the above discussion the present study is carried with the following objectives:

e To propose proportion based exponential ratio type estimators under single and double sampling

plans.
e To examine the efficiency of the proposed estimators empirically.

Use SRSWOR procedure for drawing a sample of size n from the population containing a total of N
units. Let Y; and ¢; denote the i'" unit (i = 1,2,..., N) associated with the study variable and the
auxiliary attribute respectively. Suppose there is complete dichotomy in the population with respect
to the presence or absence of an attribute ¢ (say) and it is assumed that this attribute takes two

values 0 and 1, as

1, if the i*" unit of the population possesses the given attribute ¢.

0, otherwise.

Consider A = vazl ¢; and a =Y, ¢;, the number of units possessing the attribute ¢ in the popu-
lation and sample respectively. Therefore P = % and p =  is the proportion of units possessing the
given attribute ¢ in the population and sample respectively. Some formulas that have been used to

compute various measures of the study are given below as

Population Estimates

Y = %Ziv:lXi, is the mean of study
variable.

52 = ﬁZfil(Yz — 37)2, is the mean
square of study variable.

83 = TN (¢ — P)?, is the mean

square of auxiliary variable.

Sample Estimates

=137 @, is the mean of study
variable.

Dst =i (i — 7)°, is the mean
square of study variable.

sl =AY (i — p)?, is the mean
square of auxiliary variable.



12 . _ .
Sy = w1 N, (Yigs — NPY)?, is the DSy = o (yidi — npy)°, is the

covariance between study variable covariance between study variable
and auxiliary attribute. and auxiliary attribute.
Further,
Cy= 4 and C), , is the coefficient of variation of Y and ¢ respectively.
Ppb = SS S is the correlatlon between Y and ¢ .
B = 242 ig the sample regression coefficient.
¢
V== ,'yl = (% — —) Yo = (l — 7) Y3 =7 + 71, where f = & is the sampling fraction.

2. SOME RATIO TYPE ESTIMATORS OF POPULATION MEAN

In order to have a rough idea about the population mean when there is no auxiliary information

available, one can use the sample mean estimator given as

=2

3\*—‘

The estimator ¢; is unbiased and its variance is as

V(t1) =~Y2C,% (2.1)

Naik and Gupta [8] was the pioneer to propose ratio estimator of population mean if the auxiliary

variable is an attribute as

The MSE of the estimator t5 is as

MSE(ty) = yY?(C,* + C,2 — 2C,,). (2.2)

Later Singh et al. [18] proposed exponential ratio type estimator of population mean if the auxiliary

information available is an attribute as

_ P—p
t3 = yexp m .

The MSE of estimator t3 is as

MSE(t3) = yY? (oﬁ + icpz > (2.3)
(

Abd-Elfattah et al. [1] used the information of auxiliary attribute (¢), such as point biserial corre-

lation (ppp), coefficient of variation (Cp), coefficient of kurtosis (82(¢)) etc. and proposed following



ratio type estimators of population mean as

u-9[ 28],
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The MSE of estimators t4 to tg are as

MSE(t;) = vY?(C,? + C,*62 — 26,Cyp). ;i =4,5,6,7,8 (2.4)
Where,

P P PB) . _ PG P

6y = 05 = 06 = 07 = g = ———.
YT PHB(9) T PG T PR G, Ba(@)+ PG Py

3. PROPOSED ESTIMATORS

The proposed proportion based exponential ratio type estimators of population mean Y are as

_ P—p
lpr1 = yexp <p |

tyrs = exp {_p} .
Rp

Where, S and R are suitable constants (S # 0, R # 0).
For obtaining the theoretical expressions of Bias and MSE for ¢,,1 and tp.9, let us define
ey, =Y 1 (g—Y)andes =P~ 1(p—P).
Under SRSWOR, the expected values of different quantities are obtained as
Ble,) = B(es) = 0, E(¢2) = vC2, B(€2) = 1C2, Ble,e4) = 1Cyp.
On rewriting the estimators ¢p,1 and ¢, in terms of e, and ey, the following expressions are obtained

as

tor1 =Y (1 +ey)exp (-5 'ey) . (3.1)

tora = Y (1+e,)exp (—R‘le¢(1 + e¢)*1) . (3.2)



Solving the equations (5) & (6) and keeping the terms up to second degree of €’*; the following ex-

pressions are obtained as

2
5 e eye e
tpr1:Y<1+€y_g_ ?isy¢+2;2> (33)
2 2
_ e e, e (& (&
tpr2:Y<1+ey—£—y+§+2§2>. (3.4)
The Bias and MSE of the estimators ¢p,1 and t,,2 is obtained from equations (7) & (8) respectively
as
, 1/1
Bias(tpr1) = 7Y§ ﬁcp —Cyp | - (3.5)
- o 1 2, 1 o
Bias(tpra) = 'yYE C, + ﬁcp —Cyp | - (3.6)
2 2, L o 2
2 2, 1,2 2

Special Cases: Some special cases have been derived from the estimators ¢,,; and ¢,,2 and are as
Casel. The estimators t,,1 and t,.2 have the same MSE as that of the ratio type estimator proposed
by Naik and Gupta [8] for S=R = 1.

Case2. The estimators t,,1 and {2 have the same MSE as that of the exponential ratio type esti-
mator proposed by Singh et al. [18] for S =R = 2.

Case3. The estimators t,,1 and t,,2 have the same MSE as that of the product type estimator pro-
posed by Naik and Gupta [8] for S =R = —1.

Case4. The estimators ¢p1 and ¢,,2 have the same MSE as that of the exponential product type
estimator proposed by Singh et al. [18] for S = R = —2.

Therefore the proposed exponential ratio estimators t,,1 and t,,2 can be used as an alternative
to ratio and product type estimators of Naik & Gupta [8] and the exponential ratio and product type
estimators of Singh et al. [18]. The optimum value of S and R is obtained from equations (11) and
(12) by partial differentiation and was found to be ppf’éy = A(say). Thus the Bias and MSE of t,,1

and tpro at this optimum value is as

Bias(tpr) = f%nypf,sz. (3.9)
Bias(tys) =Y <C’yp - ;pgng) . (3.10)
MSEpin(tp;) = vY2C2 (1= p2). 54 =1,2. (3.11)
That estimator t,,9 is unbiased, if
C, = %ppbcy. (3.12)



The expression (15) is same as that of the variance of 7, = §+ 3(X — &), that is the linear regression
estimator. The value of A is assumed to be known in advance, its value may either be obtained from
the past experience or from the pilot survey; for instance see Murthy [7], Reddy ([9], [10]), Singh &
Kumar [16] and Singh & Karpe [15]. If the value of X is not known, it is advisable to replace A by its es-
timate, A\ = f3 (%) (See Upadhyaya et al. [20]). Therefore the estimators ¢,,1 and t,,2 will take the form

e[ 2552]

tpr1 = yexp BPQ

——

Pp
The MSE of fp,,»l and fprg to the first degree of approximation is found same as that of the MSE of

tpr1 and ty.0 as given in equation (15).

4. EFFICIENCY COMPARISON

The procedure for the efficiency comparison of the proposed estimators ¢,,1 and tp9, is as follows

4.1. Efficiency comparison of ¢,,; and ?,,2, when optimal value of S and R is taken

From equations (1), (2), (3), (4) and (15), we get the following conditions under which ¢,,1 and ¢,.o

are more efficient than the estimators t1, t2,t3 and ¢;(i = 4,5,6,7,8) as

MSE in(tprj) < V(t1)
= Y20, (1 — pf,b) <AY202if
p2Y? > 0. (4.1)
MSE in(tprj) < MSE(t2)
= Y20, (1 - P;Q)b) <AY(C)% + Cp? = 2Cy,),if
(Cp — Ppbcy)2 > 0. (4.2)
MSE in(tprj) < MSE(t3)
=Y2C,% (1 - Pz%b) <qY? <Cy2 + icpz - Cyp) if
(Cp — 20, C,)° > 0. (4.3)
MSEin(tprj) < MSE(t;)
= Y2C, (1 = ppy) <AY2(C* + G287 — 26,Cyp), i f
(8:C — ppCy)? > 0. (4.4)

Which is true in all the cases, therefore the proposed estimators are theoretically efficient.



4.2. Efficiency comparison of t,,; and t,,2, when different values of S and R are taken

From equations (1), (2), (3), (4) and (11), (12) the following conditions under which ¢,,1 and ¢, are

more efficient than the estimators ¢1, ta,t3 and ¢;(i = 4,5,6,7,8) are obtained as

02
MSEmin(tprl) < V(tl),ifS > P . (45)
2Cyp

02
MSEmin(tprz) < V(tl), ZfR > P . (46)
2Cyp

MSEmin(tprl) < MSE(tQ),Zf

min 10712) < 8 < max 1073 ﬂ>1 (4.7)
'2C,, - C2 30, —CZ( ¢z % '

p

C 1
OrS>10< 222 < -,
TeZ S USTe =3

MSEmin(tprg) < MSE(tQ),Zf

2 C? 1
; ___p I P
min 4 1, 20, — (2 < R <mazx {1, 2C,, —C2 [ C2 > 5 (4.8)

p

C 1
OrR>1,0< 222 < Z,
rREeL 0TS =g

MSEmin(tprl) < MSE(tg),Zf

202 202 C 1
) » P yp
mm{2,40yp_cg} <S<ma;v{2, 4pr—c'§}7 c2 > e (4.9)

C 1
OrS>2 0< 222 <,
reeS s 5

MSEmin(tprg) < MSE(tg),Zf

202 202 C 1
) » P yp
mm{2,40yp_cg} <R<max{2, 4pr_c,£}, c2 > e (4.10)

C 1
OrR>2 0< 222 < _,
rReS 0S5y

MSEmin(tprl) < MSE(tZ), Zf

1 c 1 C? C
ming —, ————— » < S < max —,7” 7ﬂ > =, (4.11)
{5,» 2C,, — 6;C2 } {51» 20y, —6;C2 (7 C2 ~ 2

1 05 1 013 Cyp di
nd — R - % 4.12
mm{a,»’zcyp—aicg}<R<m“{5i’2cy,,—5ic2 ez 7 (4.12)



5. NUMERICAL

STUDY

In order to get a rough idea about the gain in efficiency by t,,1 and ¢,,2, an empirical study has been

carried out. For that purpose data of two populations P1 and P2 has been taken from Sukhatme

and Sukhatme [19] where the auxiliary information is an attribute. In the population P1, the study

variable (V) is the number of villages in the circles and the auxiliary information (¢) is a circle

consisting of more than five villages. In the population P2, the study variable (Y') is the area under

wheat crop in the circles (in acres ) and the auxiliary attribute (¢) is a circle consisting of more than

five villages. The requisite constants of the two populations are given below

Table 1: Characteristics of population data sets.

Population | N | n Y P Ppb Cy Cp | B2(o) | Cyp
P1 89 | 23 | 3.36 | 0.124 | 0.766 | 0.60 | 2.678 | 6.162 | 1.230
P2 89 | 23 | 1102 | 0.124 | 0.624 | 0.65 | 2.678 | 6.162 | 1.086

The above data shows that from a population of size 89 units, a sample of size 23 is drawn. The

population mean of study variable (Y') in P2 is very high as compared to P1. The correlation coefficient

of P1 is greater than P2 and the population proportion of both the populations is known. Further

the coefficient of variation of the study variable is higher in population P1 than in P2 and for the

auxiliary attribute the cofficient of variation is same in both the populations .

Table 2: Values of S & R for t,,; & t,,2 to be more efficient than the estimator’s ¢; to tg

Range of S & R for P1 and P2
Estimator P1 P2
t1 S > 2913 R > 2.913 S > 3.302 R > 3.302
to S > 1.000 R > 1.000 S > 1.000 R > 1.000
t3 S > 2.000 R > 2.000 S > 2.000 R > 2.000
ta S€(3.093, 50.694) | Re(3.093, 50.694) | S€(3.532, 50.694) | Re(3.532, 50.694)
ts S€(3.347, 22.597) | Re(3.347, 22.597) | S€(3.867, 22.596) | Re(3.867, 22.596)
te Se(4.505, 8.262) | Re(4.505, 8.262) | S€(12.365, 4.505) | Re(12.365, 4.505)
tr S€(3.426, 19.556) | Re(3.426, 19.556) | S€(3.973, 19.556) | Re(3.973, 19.556)
ts S€(4.909, 7.177) | Re(4.909, 7.177) | S€(6.032, 7.295) | Re(6.032, 7.295)
Optimum value (X) 5.827 6.603




Table 3: MSE and PRE of various estimators.

Population
Estimator P1 P2
MSE PRE MSE PRE
tq 2.611 | 100.000 | 280808.610 | 100.000
to 1.846 | 141.441 | 212291.210 | 132.275
t3 0.336 | 777.083 | 44214.980 | 635.098
ty 0.114 | 2290.351 | 14974.400 | 1875.258
t5 0.097 | 2691.735 | 13328.730 | 2106.792
tg 0.061 | 4280.328 | 11498.370 | 2442.160
ty 0.092 | 2838.043 | 12927.770 | 2172.135
ts 0.057 | 4580.702 | 10159.170 | 2764.090
tprj 0.054 | 4835.185 | 10101.590 | 2779.846

The MSE and percent relative efficiency (PRE) of the estimators ¢; to ts and tpr1 & tpr2 have been
obtained and given in the Table-3. It is found that the proposed estimators ¢p,1 & tpro have the lowest
MSE and thus the highest PRE among all other estimators considered. The results of PRE are also

shown graphically as
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Figure 1: PRE of various estimators.

6. DOUBLE SAMPLING

For estimating the population mean using the estimators t,,; and ¢,.2, the value of population pro-

portion (P) must be known in advance. Sometimes a researcher many face a situation where the



value of P is not known in advance, under such situations the method of double sampling is used in
which a part of the budget is used to collect information of the auxiliary variable. Collect a large first
phase preliminary sample of size 1, suppose p; is the proportion of units possessing the attribute ¢
in this phase. Draw a second phase (small) sample of size n which is nested within the first phase
sample (n < 7). Let p is the proportion of units possessing the attribute ¢ and g be the mean of study
variable (V) in this second phase sample.

Naik and Gupta [8] proposed the double sampling ratio type estimator of population mean as

i} [m]
mm=yYy|—|-
p
The MSE of the estimator vq is as
MSE(v1) = YQ('YCyQ + ’720112 —272C,). (6.1)
The double sampling exponential ratio type estimator of population mean proposed by Singh et al.
[18] is as
vy = Fexp [pl - p]
pP1+Dp
With the MSE as
- 1
MSE(vy) =Y? (yqﬂ + Zygc,f - VQCyp> . (6.2)

7. PROPOSED ESTIMATORS IN DOUBLE SAMPLING

The proposed proportion based double sampling exponential ratio estimators are as

g Mp,
Vprs = GEIP P1—DP
br Np .
Where, M and N are suitable constants (M # 0, N # 0).

Let

co=Y"Yy-Y) e =P (p—P),e, =P (p - P).

Therefore the following expected values are obtained as

E(eq) = E(ey) = E(e,) = 0,E(e3) = vC2, E(e3) = 7C2.

E(e;i?) =7C?, E(egeg) = ’yC’yp,E(eoe;S) =71Cyp, E(%eip) =7 C2.

Rewriting the proposed estimators v,,1 and vy, in terms of e’*, the following expressions are obtained

as

o 6:1) —€p
Upr1 = Y(l + 60) exp m . (71)
¢

10



_}71 ﬂ 7.2
vpra = Y (1 + eg) exp N(ite) ) (7.2)

After solving the expressions (31) & (32) and retaining the terms up to second order only, the expres-

sions obtained are as

_ e, — ey —e2+egey +epe, — ege (e, — e4)?
® ¢ ¢ $Co 0€4 »c0 é ¢
=Y (1 7.3
Upr1 <+e0+ i + W (7.3)
_ e, — ey + €2 —egey + epe,y — epe (e, — ey)?
¢ COT T Cote T C0C — CoC0 o €
=Y (1 7.4
Upr2 <+€0+ N + IN2 (7-4)

Thus the theoretical expressions of Bias and MSE for the estimators v,,1 and v,.2 obtained from

equations (33) and (34) respectively are as

. 1 1
B'LaS(Uprl) == ’}/QYM <2]\402 - pr) . (75)
, 1, 1,

Bias(vpr2) = ’YQYN C, + ﬁcp —Cyp | - (7.6)

2 2 1 2 2
MSE(’Uprl) =Y ’YCU + W’}/Qcp — M’chyp . (77)

V2 2 1 2 2
MSE(’UPT-Q) =Y ")/Cy + m’}/gcp - N’chyp . (78)

Special Cases: Some special cases that have been derived from v,,1 and vp,2 are discussed as
Casel. The estimators vp,1 and vpr2 have the same MSE as that of the double sampling ratio type
estimator proposed by Naik and Gupta [8] for M = N = 1.
Case2. The estimators vp,1 and vp-2 have the same MSE as that of the double sampling exponential
ratio type estimator proposed by Singh et al. [18] for M = N = 2.
Case3. The estimators vp,1 and v,.2 have the same MSE as that of the double sampling product
type estimator proposed by Naik and Gupta [8] for M = N = —1.
Case4. The estimators vp,1 and vp-2 have the same MSE as that of the double sampling exponential
product type estimator proposed by Singh et al. [18] for M = N = —2.

Therefore the proposed double sampling ratio estimators vp,1 and vpr2 can be used as an alter-
native to double sampling ratio and product type estimators of Naik & Gupta [8] and the double
sampling exponential ratio and product type estimators of Singh et al. [18]. The optimal value of the

constants M and N that will minimize the MSE of the proposed estimators vp,1 & vpr2 is obtained

by partially differentiating the equations (37) and (38), the optimal value was found to be p,,?cy =

Ao(say). Therefore the Bias and MSE of vy, and vy, at this optimal value are as

. I
Bias(vpr) = _§W2YP;2>bCZ- (7.9)
. - 1
Bias(vpre) = 1Y (Cyp — 2p§bC§> . (7.10)
MSEmin(vprs) = 7Y?C2 (1= p2y) + Y ?025,C,°. 55 =1,2. (7.11)

11



That estimator vy,.o is unbiased, if

1
Cp = 5nCy- (7.12)

The value of )y is assumed to be known in advance or can be made available by different ways as
explained in Section-3 of this paper. If the value of g is not known, it is advisable to replace Ag by

its estimate, Ao = 3 (£) (See Upadhyaya et al. [20]). Therefore the estimators vyr1 and vpy2 will take

the form
B0 = Gexp y(p1 —p)
prl = z :
Bt
. {ﬂ(ﬁl - p)}
Uprg =Yexrp | —=———| -
Bp1p
The MSE of 9,1 and 9pr2 to the first degree of approximation is found to be same as that of equation
(41).

In case the second phase sample is not nested within the first phase sample, the Bias and MSE of the

estimators vp,.1 and vp,2 is as

. 1 1
&wmwﬂYM(Mﬁ@g%qvqa. (7.13)
. o1 1 2 2
Biaso(vpr2) = YN ﬁ'ngp +9C, —7Cyp | - (7.14)
.1, 2
MSE()('Uprl) =Y ’ch + W’YSCP - M’chp . (715)
A N
MSEO(’UPTQ) =Y ’ch + ﬁ’mcp - N’}/C’yp . (716)
Similarly the optimal value of the constants M and N that will minimize M SFEq(v,-1) and M SEy(v,ro
'p p
is WZZ’)S&/ = \y(say). Therefore
. 75 1
Biaso(vpr1) = —%Yppry mMCp + §7ppry . (7.17)
7o 1
Biaso(vpr2) = %Yppry <Cp — 2ppb0y> . (7.18)
MSEO(min) (UPT‘j) = 7Y20112 <1 - ,;Z))p;z%b) 53 =12 (719)

The value of )\:) is assumed to be known in advance or can be made available by different ways. If it

is not known, the estimated value 5\6 =3 (%) is used. Therefore,

3

L (p1 — p)3y
Upr1 = Yexrp Aiz .
Bypi
L [(pl —p)'y3y}
Upro = Yexrp |—=—— | .
Byp1p

Up to O (n™'), it can be proven that MSE of 9,1 and 9,2 is same as (49).

12



8. EFFICIENCY COMPARISON

The efficiency comparison of the proposed estimators v,,1 and v,yo with the other existing estimators
is done below as
8.1. Efficiency comparison of v,,; and v,.2, when optimal value of M and N is taken

From equations (1), (29), (30) and (41), we get the following conditions under which vp,1 and vpo

are more efficient than the estimators ¢1, v1 and vy as

MSEpmin(vprj) < V(t1)
= Y202 (1= ppy) + Y ?ppCy% <AY2C2 i f
'ygp?)bQQ > 0. (8.1)
MSE in(vprj) < MSE(vy)
= Y202 (1 = ppy) + Y20 Cy° < V(10,2 + 720, = 202Cy,), i f
’Y2(Cp - Ppbcy)2 > 0. (8.2)

MSEmm(Upy-j) < MSE(UQ)
_ _ _ 1 .
= 7Y2Cy2(1 - pgb) + 'Ylyzpibcyz <V? <'ch2 + Z'YQCPQ - 72Cyp> if
Y2(Cp — 2ppCy)° > 0. (8.3)

Which is true in all the cases, therefore the proposed estimators are theoretically efficient .

8.2. Efficiency comparison of v,,.; and v,,2, when different values of M and N are taken

From equations (1), (29), (30) and (37), (38) the following conditions under which vp,1 and vpqo are

more efficient than the estimators t1, v; and vy are obtained as

CQ
MSEin(tpr) < V(t1),if M > {ZC” } (8.4)
yp
C2
MSEmin(tprg) < V(tl),ZfN > {QCP } . (85)
yp
MSEmin(tprl) < MSE(Ul),Zf
C? C? 1
min{l,—2—— < M<marl, —L—— 1 2> _ (8.6)
{ 2Cyp05} { 2Cpr’§} Cg 2

orM>1,0< <l
&

5.
MSEmm(tprg) < MSE(’Ul), Zf

13
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. 1 p Y
mm{,QCyp_Cg}<N<max{ yp_C} —Cg>

C
<MS

MSEmzn prl

p

‘ 202 202 C
mzn{?,élcyp_pc}<M<max{ },C?jgp>
<

yp
OrM>2,0< 2_1

MSEm,in(tpr2) < MSE(UQ), Zf

Q

202 2C7 C
. 9 P N yp
mm{ ,4Cyp012)} < <maa:{ 7403”7 C’p}’C’g >
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9. NUMERICAL STUDY

N =

| =

(8.9)

For comparing the efficiency of the proposed double sampling estimators vp,1 and vp,1 with the existing

estimators, a first phase sample of size 45 is drawn from the populations used at Section-5 of this paper

and a second phase sample which is nested within the first phase sample of size 23 is drawn. The

description of the population is given below as

Table 4: Characteristics of population data sets.

Population | N | n | n Y P Ppb Cy Cp | B2(9) | Cyp
P1 89 | 45 | 23 | 3.36 | 0.124 | 0.766 | 0.60 | 2.678 | 6.162 | 1.230
P2 89 | 45 | 23 | 1102 | 0.124 | 0.624 | 0.65 | 2.678 | 6.162 | 1.086
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Table 5: Values of M & N for v,,1 & vp2 to be more efficient than the estimator’s t;, v;

& vy
Range of M & N for P1 and P2
Estimator P1 P2
tq M>2913 | N>2913 | M > 3.302 | N > 3.302
V1 M > 1.000 | N> 1.000 | M > 1.000 | N > 1.000
Vg M > 2.000 | N > 2.000 | M > 2.000 | N > 2.000
Optimum value (\g) 5.827 6.603
Table 6: MSE and PRE of various estimators.
Population
Estimator P1 P2
MSE PRE MSE PRE
t 2.611 | 100.000 | 280808.610 | 100.000
U1 1.261 | 207.058 | 145591.840 | 192.874
Vg 0.266 | 981.579 | 34786.030 | 807.245
Uprj 0.080 | 3263.750 | 12296.470 | 2283.653

The data of Table-6 clearly shows that the estimators vp,1 & vpro have the lowest MSE, so the highest
percent relative efficiency as compared to the other estimators ¢1, v; and vy. The results of the table

have also been shown graphically as shown in Figure 2.

3500
3000 o
2500 -
2000
1500 -
1000 -
500 -
0 +

t1 vl
——P1

v2 vprj

—8—-P2

Figure 2: PRE of double sampling estimators.
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10. CONCLUSION

e The proposed proportion based exponential ratio type estimators in single sampling plan are as

t;m“l = gexp

tpr2 = yexp

_ppry(Pp)] .
PC,
] |

-Ppry<P —p)
pCy

e The proposed proportion based exponential ratio type estimators in double sampling plan are as

Upr1 = yexp

Upr2 = yexp

[ b Cy(p1 — p)]
plcp '

[ Cy (P1 — p)]
pcp

e The estimators t,ro & vpr2 are unbiased, if C), = % PpbCy.

e The proposed proportion based exponential ratio estimators ¢,,; and t,,2 are more efficient than
the sample mean estimator, ratio estimators of Naik & Gupta [8] and Abd-Elfattah et al. [1]
and the exponential ratio type estimator of Singh et al. [18].

e The proposed proportion based exponential ratio estimators v,,1 and v,y2 are more efficient

than the sample mean estimator, double sampling ratio estimator of Naik & Gupta [8] and the

double sampling exponential ratio estimator of Singh et al. [18].
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