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ABSTRACT

In this manuscript, we have proposed improved estimators for estimating the finite population mean under stratified random
sampling in three different situations: At first we considered the properties of the estimators under non-response, then in the next
case we studied the estimators for measurement error and in the last case we examined the estimators in the presence of both
measurement error and non-response simultaneously. Expressions for mean squared errors are obtained for suggested estimators.
Empirical study has been carried out to verify the results for which we have considered two real datasets.
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RESUMEN

En este manuscrito, proponemos estimadores mejorados para estimar la media de una poblacién finita bajo muestreo aleatorio
estratificado en tres diferentes situaciones: primero consideramos las propiedades de los estimadores al existir no-respuestas, en
el segundo caso estudiamos los estimadores ante errores de medicion y en el Gltimo caso examinamos los estimadores en
presencia simultanea de ambos errores. Expresiones para los errores cuadraticos medios para los estimadores sugeridos. Un
estudio empirico se llevé a cabo para verificar los resultados usando dos conjuntos de datos reales.

PALABRAS CLAVE: Variable auxiliar, muestreo aleatorio estratificado, errores de medicién y de no-respuesta

1. INTRODUCTION

While conducting sampling survey we come usually come across non-sampling errors like measurement error
and non-response. The measurements that we get on the units for estimating the characteristic under study are
seldom correct. And in practical situations the observations on these units are not correctly measured and
differ from the true values of the observations. This difference between the observed value and true values on
the characteristics under study are called measurement errors or observational errors and is quite frequent in
survey sampling. It is a kind of non-sampling error and may arise due to the following reasons see (Tabssum
(2012)):

»  The respondent may not provide the required information. However, the question was meant for the proper respondent.
Example- many families in Africa generally do not record a birth in the family and hence no birth certificate is made as the
birth was not registered. Hence, in this case it may be possible that the respondent included in the sample may give an
approximate figure for the age which may not be the actual age, as the birth was not registered.

»  Sometimes it may happen that the observations can be made on the closely related substitutes called proxies, although the
variable is well defined. As an example: if we are interested to know the economic status of a person and suppose the person
is not willing to answer this question, then we may pool out the desired information by modifying the question. For instance,
instead of asking his economic status directly; we can ask him about his educational level. However, this will be only a guess
as it is not necessary that a highly educated man/women is economically well established and vice-versa.

» It may also be due to respondent has misunderstood a particular question and hence supplied the information accordingly.

Several authors for instance, (Singh and Karpe 2009), (Shalabh 1997), (Manisha 2001), (Sud and Srivastava
2000) have discussed the problem of measurement errors.

One more error that arises frequently during survey sampling are the non-response errors. These errors are
also part of non-sampling errors and arises due to the following reasons; it may be due to the absence of the
respondent at the time of survey or she/he refuse to answer the question or due to inability to recall the
answer. Authors such as (Singh, Kumar and Kozak 2010), (Khare, and Srivastava 1997), (Hansen and
Hurwitz 1946), (Kumar, Singh and Gupta 2011), Khare and Srivastava (1993), Rao, P. S. R. S. (1986), (Singh
and Kumar 2008), Singh, H. P., and Kumar, S. (2010), Tripathi, T. P., and Khare, B. B. (1997), Tabasum, R.,
and Khan, I. A. (2006) have studied the problem of non-response.
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In order to provide a good estimate for the characteristics under study, we should take proper care and should
devise such techniques and estimators so that the effect due to measurement error and non-response is
minimum. Measurement errors and non-response may be present on both the study and auxiliary variables.
Many authors have worked for the estimation of population parameters when there is presence of
measurement error and non-response simultaneously on both the study and auxiliary variables which includes
the work of (Singh and Sharma 2015), (Singh, Singh and Bouza 2018), (Zahid and Shabbir 2018). We made
use of auxiliary variables on which a considerable amount of work has already been done such as those of
(Perri 2007), (Koyuncu and Kadilar 2009), (Chaudhary et al. 2009), (Malik and Singh 2012) and (Mishra,
Singh and Singh 2017), (Mishra, Singh and Singh 2018). Through this manuscript we have tried to study
effect of measurement error, non-response, and measurement error and non-response simultaneously when
they are present on both the study and auxiliary variables in stratified random sampling.

Let us consider a finite population P = {P,,.., P n} of size N divided into L homogeneous sub-groups called
strata of size N, h = 1,.., L such that there are Ny units in the h" stratum and N = X%_, N,,

Let Y be the study variable and X be the auxiliary variables taking values y;,; and x,;,h =1, ..., L;i =

1, ..., N, on the i unit of the h™ stratum. Let us assume that population is divided into two mutually exclusive
groups called responding and non-responding groups. And suppose that in the h™ stratum N,,,,t = 1,2 Nqp,
be the size of responding (t=1) and non-responding (2) units respectively.

The problem of non-responses has been studied first Hansen and Hurwitz (1946). The technique for dealing
with non-response us assume that a simple random sample of size ny is drawn from the h™" stratum of size Ny,
and a questionnaire is mailed to them. Another subsampling rule was proposed by Bouza (1985). Let us
suppose that among these ny units let nay units respond and na, units do not respond such thatn = Y% _, ny,.
Let us again draw a sub-sample of size k, from the non-respondents sample nzn such that k;, = ngi:,gh >

1. Here, g is the inverse sampling rate and ki denotes the size of the sub sample selected from the non-
respondents sample of size na, from which information will be collected by personal interview method.

Now, let (y;;, x;;) be the observed values on the study and auxiliary variables Y and X for the i (i=1,..,Np)
unit in the h™ stratum and let (Y;;, X;;;) be their true values. Then the measurement or observational errors can
be defined as Uy,; = v, =Y, Vii = x5,;—X5;. These errors are stochastic in nature and are uncorrelated with
mean zero. Let (S7,, S?,) be the population variances for the error terms for the responding group and
(S,fu(z),s,fv(z)) for the non-responding group, respectively. Here (SZ,, SZ) are the population variances of
the responding groups. (Sﬁy(z),sﬁx(z)) are the population variances for the non-responding units. (C?y, Cy)
are the population coefficients of variations of the responding groups. (C,fy(z), C,fx(z)) are the population
coefficients of variations of the non-responding groups. (phyx, phyx(z)) are the population correlation
coefficients between the variables Y and X for the responding and non-responding groups of the population.

2. EXISTING ESTIMATORS

The Hansen and Hurvitz (1946) estimator in stratified random sampling under measurement error and non-
response for estimating population mean is given by:

Veuny = Zh=1Pun (2.1)
The expression for the variance of y;,, is given by:
V(}_/;(HH)) = Yho1 PPA, (2.2)

—x n — n —, _N
Here, 3 = (ﬁ) Vin + (ni:) Vo, and Py, =t
1 1 Pp(gn— 1)
Ap = Ao (Siy + SPy) + 6’h(sﬁy(z) + Sﬁu(z))i Aon = TN Op=—"T"-—7
h h Ny
Here, y; and y,, are the sample means based on niwresponding and knunits of sub-sample from nz, non-
responding groups, respectively.
The separate ratio estimator stratified random sampling under measurement error and non-response is given
by:
=k 37* v
Ysr)y = Lh-1 th_th (2.3
The expression for the Bias and MSE of ¥, is given by
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N N p
Bias(yz)) = Zﬁﬂg_z (RyBp — Cp) (2.4)
MSE(:)_IS(R)) = Vo1 PP (Ap + REBy, — 2R, Cy) (2.5)
7
where R, = %; By, = Zon(Shx + Sity) + 19h(sﬁx(z) + Sﬁv(z)); Ch = A2nPrxySnyShx +
9hPhXY(2)5hy(2)5hx(z)

7

« The separate difference estimator in stratified random sampling under measurement error and non-
response is given by:

Vi) = Lho1 Po [ + dn (X, — %) (2.6)

where x;; = 22hTTh g g g s a constant.
Np—np
The expression for the minimum variance of y,, is given by:
. c?
V(yS(D))min = Xh=1Pr [Ah _B_: 2.7
i i = _ S
The optimum value of dh- is dpopt) = s where t,_1 = N o
+« Azeem and Hanif (2016) estimator under stratified random sampling is given by:

=% — L =k f_ﬁ f_ﬁ

Vscam = Zn=1Pn Vi (Yh) (fn) (2.8)
We have the expressions for the Bias and MSE of ;4 as

. . - P
Blas(ys(AH)) = 22:1}?_: (thRpBr — qnCh) (2.9)
MSE (J5am) = hz1 Pu (An + GhREBy — 204 RyCy) (2.10)
Np+np
where g, = m
+«» Zahid and Shabbir (2018) gave an estimator for population mean in stratified random sampling as:
> anp > _ %
— % _ L —x T o XL _ Xh—x'h
Vi) = Zn=1Pn [mlhyh + man (X, — %) <fh> exp(1l — ap) <)?h+f'§>] (2.11)

where m,;, and m,, are constants whose values are to be determined and «,, is the scalar chosen arbitrarily.

*
The expressions for the Bias and MSE of the estimator Vs(p) are

. - = enthRnCr . fRRutEB ent?B
Bias(Vypy) = Xfi=1Pa [(mlh -y, + mlh( . ;hh Lyt ;hh h) + Man (h)?—hhh)] 2.12)
—x ~ V'L 2|52 _ AniBhi+BriDh1=2ChiPriBm
MSE(ys(P)) =Yho Py [Yh - AniBni—C, ] (2.13)

Here Ahl = Yhz +Ah + eletleR}leh + 4€h th Rh Ch + tht}ZLR}ZlBh, Bhl = thLBh;Chl = th. Ch +
aﬁ+4ah+3
3 .

2entiRy Bn; Dpy = Vi + enty Ry Cp + futi RiBy s Eny = entiRyByand e, = 1+2ah: fo =

3. PROPOSED ESTIMATORS

3.1. The case of non-response on study and auxiliary variables.

In this case we deal with the problem of non-response for both the study and auxiliary variable case.
Motivated by Mishra and Singh (2017), we propose estimators ty and tg, in stratified random sampling under
non-response as:

A tyy = Thea P [T+ anlog ()] (3.)
D) tyo = Shes P [Fi(1+wi) +waplog ()] (3.2)

In order to obtain the expressions of Bias and MSE of the proposed estimators, we assume that:

Nhy = 2?21(Y;i - 1?h)' Nhx = Z?=h1(Xi*Li - Xh)' (3.29)
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Dividing both sides of n;,, by nn and then simplifying we get y; =Y,

X, + 22X \We have:
Np

2

* 2 * *
i n
E (nL:) = ZonSny + 9’15’%1’0) =App E ( ,T:) = AanShx + ehSi%X(Z) =Bpy, E (—

A2nPrxySny Shy T OnPrxy2)Shy2)Shy(2) = Cho

Now, expanding tp; in terms of n,, , we get

_ n Xh +J_
tpy = Xhoy P |V +- —hY + a, log T Zh
2 3 *
We know that log(1 + x) = x ——+ = —---., for |x| and here|"h—i(| < 1. Hence,
2 3 npXp
%, +1hx . . .
lo Xty — Mhx _l(ﬂhx)2+(ﬂhx)3_
g Yh nh}?h 2 nh)_(h nh)_(h
After simplifying equation (3.3) we get
V= Z "IhY +a (U;Lx _l(ﬂZx )2>]
np h nh)?h 2 nh)?h

The expressmns for the Bias and MSE of the estimator ty are given as:

Pp
Blas(tpl) = - ﬁ 1 zathp

MSE(tpl) = Vi1 P (Ah¢ +;x?_:ziBh¢ + Z;Thci@)

+ 2. Similarly, we can get %
h

*_)z

(3.3)

(3.4)

(3.5)

(3.6)

3.7

Now in order to obtain the Minimum mse of t,1, we partially differentiate the equation (3.7) w.r.to a,, (h =

1, ..., L) and equating to zero we get its optimum value as:
_ CnoXn
ap = Bro

Putting the optimum value of a;, obtained in equation (3.8) we get the minimum MSE of ty; as:

MSE(t,,) = Xk_, P? (Ah¢ "’)
Expanding ty in terms of n,, ,, we get

. N
~ VL 7 Nhy np _ 1 Mhx
tpy = Xi=1Pa (Yh + "h) (1 +wyp) +wyy (nh)?h)

Simplifying equation (3.10) we get

. Thx . 2
V4 ~ V4 n n 1(1n
tpe =Y =Xy Py |V wip + (nL:) (1 +wip) +wap | =-— E(n:)?h

Xn

The expressions for the Bias and MSE of the estimator tp2 are given as:

Bias(t,,) = Xho1 Py [Yh Wip — Bh¢]

(3.8)

(3.9)

(3.10)

(3.11)

(3.12)

_ 2
MSE(t,;) = $k_, P? ((yh win)’ +Ah¢(1+w1h)2+”j(_—1;13h thX;:mBh + et g, ) (3.13)

Now in order to obtain the Minimum mse of t,2, we partially differentiate the equation (3.13) w.r.to
wy, and wy,, (h = 1,.., L) and equating to zero we get the optimum values as:
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Bng “ho
Win = h: 2K (3.14)
Apgp+Yy — Brg
E X7 Ch¢
Wi = = (X—h + wwl,,) (3.15)
_Che _ Yn
Here, w = %, 252 Dho
Putting the optimum values of W. Wih and Wo in equation (3.13), we get the minimum MSE for ty, as:
. > w. +
minMSE (t,;) = Xi_; P ((Yh Win) + A (1 +wyp)? + ;?L:thb - %Bh 4 2 ZenTinoh ;:llhwm Che
(3.16)

3.2._The case of measurement error on both study and auxiliary variables.

In this case we deal with the problem of measurement error for both the study and auxiliary variable. Here we
consider the estimators tpl and tp2 proposed in section 3.1 under measurement error as:

) tyr = heo Po [T+ anlog (2] (3.17)
D) b2 = Zhes P [7 1+ win) + wanlog (32)] (3.18)

In order to obtain the expressmns for the Bias and MSE of the proposed estlmators we assume that:

NMhy = Z(Ym V), nhx = Z(Xm Xn), Mhy = Zuhu Nhy = Zth

On adding n;,y and nj,, We get njy+ nhy = X0t (Ve — V) + X0 Uy, Dividing both sides by Ny, and

then simplifying we get y;, = ¥, + "’“’:ﬂ Similarly, we get X}, = X, + ’7’“:& We have:
h h

E (7171}'; WZU) = on(Siy + Siv) = Ana E (ﬂﬁx;hﬂﬁv) = Zon(Sitx + Siy) = Bna, E (Uﬁy:hﬂiu) (n;XJr Uﬁv) =

h Np

A2nPrxySnyShy = Cpy

Expanding tpin terms of 7, we get

~ V'L v Nhxt Mhy np
tpl = Zh:l Ph Yh + o + ap lOg )?— (319)
h h
Here,
o MhxtMhy
Xp+ * * * * N2 * * N3
n + 1 + 1 +
log _"h — Thxt iy 1 (ﬂhx _77hV) + _(77hX _ﬂhv) — (3.20)
Xn npXp 2 npXp 3 npXp

Simplifying equation (3.20) we get

* * * * * x 2
_ v ~ 3Vl Nhy* Mhy Mhxt My 1 (Mhxt Mhy

o =V = Zper P [ Ny *an ( npXp 2 ( npXp ) )] (321)

The expressions for the Bias and MSE of the estimator ty; up to the first order of approximation are given as:
P

Bias(t,,) = — Zh ) ;hih By, (3.22)

2
MSE(t,,) = X, P (Aha + ;_Zz By +2 %Chl) (3.23)

In order to obtain the Minimum MSE of t,1, we partially differentiate the equation (3.23) w.r.to a, (h =
1, ...,L) and equating to zero we get its optimum value as:
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= nat (3.24)

n=
Bpa

Putting the optimum value of ;, a;,in equation (3.23) we get the minimum MSE of tpas:
[
MSE(tpl) = Z Ph (AhA Bh};) (325)
Expanding ty2 in terms of n,, , we get
— * + * + * + * 2
tr = Ther P [(T + L) (1 twy,) + wy (ke 2 (et i) (3.26)
Simplifying equation (3.26) we get
— — * + * * + * 1 * + * 2
tpy =Y = Yh=1Pn [Yh Wi + (% ) (14 wyp) + wap (nh:h);;hu - ;(nh:;h};;hu) )] (3.27)
The expressions for the Bias and MSE of the estimator tp, up to the first order of approximation are given as
Bias(tpz) =yt _ P, [Yh Wip — ,12 WZhBM] (3.28)
2-y, B
MSE(t,,) = Yk_ [Yh W2 + Ay (1 + wyp)? + y Lo e Jona 22 (wyy, +
h h
wthZh)] (3.29)

In order to obtain the Minimum MSE of ty,, we partially differentiate the equation (3.29) w.r.to win and Wwon
(h=1,...,L) and equating to zero we get the optimum values as:

C,MWX! —Ana
B
Wy, = ey (3.30)
AhA+Y’12_B_hAh
X2 (cC
Wy, = _B_:A (XL’1 + wwlh') (3.31)
Here, w = ;’1 ZXZ Bj,;. Putting the optimum values of wi, and wa, (h=1,...,L) in equation (3.29), we get
h
the minimum MSE for tp2
. W’ W, LW, y
mlnMSE(tpz) =YL P? ((Yh Wlh) + Ay (1 4+ w;,)? .|. Bh/1 %Chl + 2%:1‘”2?1@1/1

(3.32)

3.3: Case of measurement error and non-response simultaneously on both the study and auxiliary
variables

In this case we deal with the problem of measurement error and non-response simultaneously for both the
study and auxiliary variables. We consider the estimators ty; and tzp as well as 1y, Mhx, Mhys Mhyy Mhy ™

nyu Proposed in section 3.1 and 3.2. We get, dividing both sides by Ny, that simplifying we get y;, = Y, +

"hY 2 and %, = X, + "’”‘ . We have:

Nhy+ M Nhx* Mh
E (—hY hu) = Zon(Shy + Sip) + 0 (Sivizy + Shuzy) = Ane E( hxnh hv) = Aan(Sitx + Siy) +

np
Nhy + Mh Nhx+ M
On (SP%X(Z) + Sf%V(Z)) = Bp, E [( hynh hu) ( hxnh hv)] = A2nPnxyShyShx +
OnPnxy(2)Sny(2)Shx(2) = Che (3.33)

Now, expanding ty: in terms of n,, , we get

- S, Mhyth npXp+npx+ j
tpn = Tk i Py [Ta + T 4, log (#)] (3.34)
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v * * * * * * 2 * * 3
. Kp i+ + 1 + 1 + S
Here , again log ((nh r+hx 71hV)> _ Mhx*Thy _(Tlhx Tlhv) +1 (M) — ... After simplifying

nh)?h nh)?h 2 nh)?h 3 nh)?h
equation we get
* * * * * * 2
VvV ~3VLl Nhy* Mhu MhxtMhv 1 (Mhxt Mhy
tpl r= Zh:l P [ h +an ( npXp 2 ( npXp ) )] (3.35)
The approximate expressions obtained for the Bias and MSE of this estimator, up to the first order of
approximation, are given as:

. 1 P

Bias(t,,) = - ﬁ=1;T0;hBhr (3.36)
~ L 2 ahz ap
MSE(t,,) = Xk i P? Ape + 72 B + 27 Coe (3.37)
h
Using the same optimization procedure its optimum value is:
CheX

ay = ﬁ (3.38)
Placing a;,’ in equation (3.37) we have:

, N Che?
mmMSE(tpl) =y P? (Am - ma) (3.39)
Performing a similar analysis of tp2 we have that:

. S 1
BlaS(tpz) = Zﬁ:l Ph [Yh Wlh - WWZhBh‘L':l (340)

— w hZ—V WinWon )Bht Chr
MSE(th) =Y Py? [yhzwmz + Ap (1 +wyp)* + vz )?% o ) + Zé(wzh + Wi Wap)
The Minimum MSE is obtained when we use:
Ch;;‘:f —Apg
Win == —wixz (3.41)
Ahr+yhz_B_}rEh

R iy (0" ,

Wy B ()?h + wwy, ) (3.42)
Che T

= X_"; — 2}17,33’” (3.43)

Hence
i — 2 w2 T wipw)
minMSE(t,,) = Yk , P? ((Yh wi,) 4 A1 +w;,)? + %};Bm - %Chr +
2 Yananton cm> (3.44)
Xn

4. EMPIRICAL STUDY

In this section we have carried out an empirical study for which we have considered two natural population
data sets.

Population-1 (Sarndal, C. E., Swensson, B., & Wretman, J. (2003))

Y: Production of wheat (in tons), X: Area of wheat (in hectares)

No. of strata=4.

Ny =47, N, =30, N3=29, Ny =13, ny =15, np =10, n3=10,n4 =5, Y; =443.5447 ,
Y, =68.68276 , Y3 =17.06667 , Y, =52.52308 , X1=160.2362 , X, =29.70345 ,
X 3=11.54667
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X4=23.62308 , S2 =74026.75, S5 =2871.781, S5 =244.1202 , S§y =4451.124

SA =8377.401, S3y =316.4532 , SZy =91.45775 , Sy =682.9703, pyyy =0.9583838,

P2YX =0.779071. P3YX =0.8719665 |, Payx =0.9922591

Population-2 (FBS, Crops area production by districts, Islamabad; 2011)
Y: 1983 Population (in millions), X: 1982 gross national product
No of strata=5

N;=38, Ny =14, N3=11, Ny=33, N5=24 =17, n, =6,n3=4,n,=12, n5 =11,
Y, =13.03684 , Y, =27.35 , Y3 =23.13636 , Y, =79.65455 , Y5 =20.28333 X; =1029.158 ,
X, =25671 .57, X3=5028.818, X,=7533.939 , X5 =16315.25 S =270.9083,

S5, =3906.929, SZ =1339.405, S2 =45082.17 ,S& =368.9423 SA =3667896 |

2 2
S5y =6568461403 , S3, =63348743, SZ, =440717912, S&y =408441212
Pivx =0.7439544, poyy =0.969956. payy =0.9768227 , payy =0.2948897,

PEYX = 0.9011072

The MSE expressions for the existing estimators for the sections 1 and 2 i.e. for the cases of non-response and
measurement errors can be obtained from the section of existing estimators by using the appropriate notations
from section 1 and 2 respectively.

To determine the Percent Relative Efficiency (PRE), of the estimators w.r.to. the usual estimator (¥, ¥4:)
we have used the given formula:

. MSE esti
PRE(t,usual estimator) = (usual estimator)

MSE(t)

X 100,t = Ysg Vspyr Vscany Ysprtpr tpzs

Case-1:
Table 1: MSE and PRE of estimators when there is presence of non-response on both the study and auxiliary
variables for population-1

gh=2
Estimator MSE PRE
Viu 551.8020 | 100.0000
3_’5*R, 61.7760 893.2299
— x 61.5828 896.0318
Ys)
375*(AH) 467.9744 | 117.9129

Vep (ay, =0) 61.3250 899.7985
Vep (ap, = 1) 61.3900 898.8466
Vep (ay, = —1) 61.3910 898.8313

th1 61.5858 896.0318
t 58.3504 945.6685
p2
On=4
Estimator MSE PRE
Yy 567.8053 | 100.0000
et
Vg, 88.6968 640.1639
—x 88.5978 640.8790
Ys)
et
Vs(am) 530.3673 | 107.0589

37;}, (ap =0) 88.1623 644.0449

Vep (ap = 1) 88.2567 643.3562
Vep (o, = =1) 88.2590 643.3396

t 88.5978 640.8790
p1l
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t 84.7477 669.9945

p2
gh=8
Estimator MSE PRE
Viy 599.8118 | 100.0000
Vir, 142.5385 | 420.8069
. 140.8417 | 425.8766
Vs
3_’;(,411) 655.1529 | 91.5529

Vip (a, = 0) | 1399058 | 4287255
Vip (@, = 1) | 1400595 | 4282550
Vip (a, = —1) | 1400662 | 4282345

tpl 140.8417 | 425.8766

t 135.6444 | 442.1943
D2

Table 2: MSE and PRE of estimators when there is presence of non-response on hoth the study and auxiliary
variables for population-2

h=2
Estimator MSE PRE
Vi 192.2504 100.0000
Vir, 288.7807 66.5731
— 169.2728 113.5743
Ys)
3_’;(,41-1) 1025.251 18.7515

yip (@, = 0) | 120.9315 | 158.9746
Vi (@, = 1) | 120.6644 | 159.3265
Vip (@, = —1) | 1256208 | 1530403

the 169.2728 113.5743
t 109.0567 176.2843
2
n=4
Estimator MSE PRE
Vi 198.2250 100.0000
Vir, 301.6620 65.7109
— x 175.813 112.7476
Ys)

Vecam 1066.2370 | 185910
yio (a, = 0) | 124.3443 | 1504162
yio (a, =1) | 1239130 | 150.9711
Vip (@, = —1) | 129.3531 | 153.2433

th1 175.813 112.7476
t 112.0998 176.8290
p2
h=8
Estimator MSE PRE

Vi 210.1741 100.0000
*

Vir, 327.4247 64.1900
— % 188.7929 111.3252
Ys)

et
Vs(am) 1148.21 18.3045

)_’S*P (ah = ()) 130.8596 160.6104
)_’S*P (ah = 1) 129.9988 161.6793
)_’S*P (ah = _1) 136.5215 153.9495

tpl 188.7929 111.3252

t 117.9026 178.2608
p2
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From Tables 1 and 2, we see that for both of the populations 1 and 2 and for each of the value of
g=2,4,and 8, the proposed estimator tp2 has got the highest PRE as compared to the existing estimators

VauVsr Vsoy Vscamy Yspr tp1, tpzand the other proposed estimator tpl while tpl has got PRE equal to the

difference type estimator yg .

Case-2:

When there is presence of measurement error on both the study and auxiliary variables:
In this case the usual estimator is given by:

L
Yst = ZWh Yh (4.1)
h=1
And its MSE is given by:
L
MSE (Y5t )=> R Ap (4.2)

h=1
Table 3: MSE and PRE of estimators when there is presence of measurement error on both the study and
auxiliary variables for population-1

Estimator MSE with meas. error PRE with meas. MSE without PRE without
error meas. error meas. error
Vi 554.6764 100 573.8004 100
y;R 73.2135 757.6149 48.3156 1187.609
— % 73.1508 758.2643 47.8290 1199.691
YVs()
yg(AH) 500.5492 110.8136 436.7780 131.3712
Yep (@ =0) 72.8258 761.6482 47.6403 1204.443
Yep (@ = 1) 72.9030 760.8417 47.6906 1203.173
Yep (@ = —1) 72.9045 760.826 47.6913 1203.155
ty 73.1508 758.2643 47.8290 1199.691
tho 69.6804 796.0293 44,8904 1278.225

Table 4: MSE and PRE of estimators when there is presence of measurement error on both the study and
auxiliary variables for population-2

Estimator MSE with meas error | PRE with meas. error | MSE without meas error | PRE without meas. error
Vi 193.0484 100.0000 189.2632 100.0000
y;R 293.0089 65.8848 282.3400 67.03379
—x 170.4529 113.2562 165.9888 114.0217
Ys(p)

y;(AH) 1042.0360 18.5260 1004.7580 18.8367
YVep (@ = 0) 121.5285 158.8503 119.1831 158.8004
Yep (@ = 1) 121.2299 159.2416 118.9849 159.0649
Vep (@ = —1) 126.3194 152.8256 123.7142 152.9842
tpl 170.4520 113.2568 165.9888 114.0217

th 109.6072 176.1275 107.4974 176.063

From Table 3 and 4 we see that for both the populations the proposed estimator tpl has got the minimum mse

as compared to the existing estimators ¥, ¥sg Vspy Vsamy Vs tp1s tpz@nd the other proposed estimator

tp1 while T 51 has got MSE equal to the difference type estimator VE(D)

Case-3
Table 5: MSE and PRE of estimators when there is presence of measurement error and non-response
simultaneously on both the study and auxiliary variables for population-1
| gn=2 |
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Estimator MSE PRE

Vi 562.83810 | 100.00000
Vir 87.75406 | 641.38126
—x 87.37282 | 644.17977
Vs
v 535.74030 | 105.05801
S(AH)

yip (@, = 0) | 8692352 | 647.50956
Vi, (@, = 1) | 87.01909 | 646.79842
Vip (@, = —1) | 87.02173 | 646.77879

tpl 87.37283 644.17977
t 83.53502 | 673.77499
D2
gh=4
Estimator MSE PRE
Viy 579.1614 100.0000
y;R 116.8352 495.7079
— 114.8885 504.1073
Ys)
3_’;(,41-1) 606.1224 95.5518

yip (@, = 0) | 1141589 | 507.3201

}_];‘kp (ah = 1) 114.2909 506.7432
}_];‘kp (ah = _1) 114.2971 506.7157

t 114.8885 504.1073
t 110.3114 525.0238
2
gh=8
Estimator MSE PRE
Virn 611.8080 100.0000
Vir, 174.9973 349.6099
—x 167.6361 364.9618
Ys)
y;(AH) 746.8867 81.9144

Vin (@, = 0) | 1662149 | 368.0824
Vi, (a, =1) | 1664198 | 367.6293
Vip (@, = —1) | 1664369 | 3675915

t 167.6361 | 364.9618

pl

t 161.5060 378.8143
2

Table 6: MSE and PRE of estimators when there is presence of measurement error and non-response
simultaneously on both the study and auxiliary variables for population-2

h=2
Estimator MSE PRE
Vi 196.0954 100
=¥
Vsir, 299.5093 65.4722
—x 173.7767 | 112.8433
Ys)
=
Vs(am) 1062.5890 | 18.4544

yip (@, = 0) | 1232653 | 150.0840
yip (a, =1) | 1228827 | 150.5793
Vip (@, = —1) | 1282176 | 1529395

tpl 173.7767 | 112.8433
t 111.1571 | 176.4128
p2
n=4
Estimator MSE PRE
Yy 202.1895 | 100.0000
y;R 312.5101 64.6985
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— 180.4008 112.0779
Ys)

ys*(AH) 1103.695 18.3193
Vep (a, = 0) 126.6579 | 163.5071
Vep (a, = 1) 126.0812 | 160.3645
Vep (ay = —1) 131.9364 | 153.2477

tvl 180.4008 112.0779
t 114.1829 177.0751
D2
h=8
Estimator MSE PRE
Viu 214.3776 | 100.0000
Vir, 338.5118 | 63.3294
— 193.5574 110.7566
Ys)
y;(AH) 1185.906 18.0771

yip (@, = 0) | 1331420 | 1610143
Vi (@, =1) | 1320741 | 1623162
Vip (@, = —1) | 139.0870 | 154.1320

ty 1935574 | 110.7566

t 119.9559 178.7137
D2

From Tables 5 and 6, we see that for both of the populations 1 and 2 and for each of the value of
g=2,4,and 8, the proposed estimator tp2 has got the highest PRE as compared to the existing estimators

VinVsr Vsoy Vscamy Yspr tp1, tpzProposed estimator tpl while tpl has got PRE equal to the difference type
*

estimator Ys(p)

5. CONCLUSION

The empirical study reveals that for all the three cases the proposed estimators tp2 outperforms the existing
estimators considered in this paper and also is better than the proposed estimator tpl because MSE of the

estimator tp2 is minimum and has highest PRE while tplis equally efficient as the difference type

*
estimator VS(D)- Hence it is preferable to use the proposed estimators in practice.
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